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Abstract. The importance of aerosols as agents of climate change has recently been 
highlighted. However, the magnitude of aerosol forcing by scattering of shortwave radiation 
(direct forcing) is still very uncertain even for the relatively well characterized sulfate aerosol. 
A potential source of uncertainty is in the model representation of aerosol optical properties 
and aerosol influences on radiative transfer in the atmosphere. Although radiative transfer 
methods and codes have been compared in the past, these comparisons have not focused on 
aerosol forcing (change in net radiative flux at the top of the atmosphere). Here we report 
results of a project involving 12 groups using 15 models to examine radiative forcing by 
sulfate aerosol for a wide range of values of particle radius, aerosol optical depth, surface 
albedo, and solar zenith angle. Among the models that were employed were high and low 
spectral resolution models incorporating a variety of radiative transfer approximations as 
well as a line-by-line model. The normalized forcings (forcing per sulfate column burden) 
obtained with the several radiative transfer models were examined, and the discrepancies 
were characterized. All models simulate forcings of comparable amplitude and exhibit a 
similar dependence on input parameters. As expected for a non-light-absorbing aerosol, 
forcings were negative (cooling influence) except at high surface albedo combined with small 
solar zenith angle. The relative standard deviation of the zenith-angle-averaged normalized 
broadband forcing for 15 models was 8% for particle radius near the maximum in this forcing 
(.-•0.2 tzm) and at low surface albedo. Somewhat greater model-to-model discrepancies 
were exhibited at specific solar zenith angles. Still greater discrepancies were exhibited at 
small particle radii, and much greater discrepancies were exhibited at high surface albedos, 
at which the forcing changes sign; in these situations, however, the normalized forcing is 
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quite small. Discrepancies among the models arise from inaccuracies in Mie calculations, 
differing treatment of the angular scattering phase function, differing wavelength and 
angular resolution, and differing treatment of multiple scattering. These results imply 
the need for standardized radiative transfer methods tailored to the direct aerosol forcing 
problem. However, the relatively small spread in these results suggests that the uncertainty 
in forcing arising from the treatment of radiative forcing of a well-characterized aerosol at 
well-specified surface albedo is smaller than some of the other sources of uncertainty in 
estimates of direct forcing by anthropogenic sulfate aerosols and anthropogenic aerosols 
generally. 

1. Introduction 

The direct radiative forcing due to scattering of solar 
radiation by anthropogenic sulfate aerosol has been sug- 
gested to be significant when compared to the longwave 
radiative forcing by anthropogenic greenhouse gases 
over the industrial period [Charlson ½t al., 1991, 1992]. 
In early studies a relatively simple multiple reflection 
model was used to estimate this forcing on the ba- 
sis of the atmospheric loading (column burden) of sul- 
fate, but such estimates are subject to concern from 
the perspective of the accuracy of their representa- 
tion of the radiative transfer. Issues for the radiative 

transfer calculation include sulfate scattering efficiency 
(m • (g sulfate)-•), aerosol upscarter fraction, depen- 
dence on surface albedo, dependence on wavelength, 
and multiple scattering effects. Penner ½t al. [1994] 
suggested that uncertainties involving the first three 
of these issues impose an uncertainty in direct climate 
forcing by sulfate aerosols of a factor of 1.6. Uncertain- 
ties arising from the latter two issues have not been as- 
sessed, but Nichl and Brieglcb [1993] suggested that ini- 
tial estimates might be too great because of inadequate 
treatment of the wavelength dependence of the scatter- 
ing efficiency. Other contributions to uncertainty in sul- 
fate aerosol forcing include loading, geographical distri- 
bution, molecular form, interactions with other aerosol 
species, relative humidity effects, and for the indirect 
forcing the effects of added sulfate aerosol on cloud mi- 
crophysics. Uncertainties in aerosol radiative forcing 
are thought to represent the greatest contribution to 
uncertainty in climate forcing over the industrial period 
[Intergovernmental Panel on Climate Change (IPCC), 
1996; Schwartz and Andreae, 1996]. 

Several groups have recently addressed radiative forc- 
ing by sulfate aerosol [e.g., Pilinis et al., 1995; Boucher 
and Anderson, 1995; Nemesure et al., 1995], but sig- 
nificant unresolved differences remain. Comparison of 
these studies suggests that part of the difference may be 
due to the treatment of radiation; however, it is diffi- 
cult to separate radiation model effects from other dif- 
ferences in approach. Boucher and Anderson [1995], 
using a global model, computed aerosol forcing for 
accumulation-mode sulfate aerosols. Nemesure et al. 

[1995] reported forcing for column burdens of monodis- 
perse sulfate aerosols. Pilinis et al. [1995] reported 
forcing for a "global mean" aerosol consisting of fine 
and coarse modes. Consequently, it is difficult to infer 
separately the effects of differences in cloud and surface 
albedo, aerosol size distributions employed, and the like. 

In view of the importance of the climate forcing due 
to aerosols, in general, and sulfate aerosols, in particu- 
lar, and the resultant need to identify and reduce un- 
certainties in forcing estimates, it is considered desir- 
able to ascertain and explain the extent of the differ- 
ences in these estimates. Here we take an initial step in 
this direction by means of an intercomparison by sev- 
eral groups conducting independent calculations. The 
participants in this intercomparison project are listed 
in Table 1; the characteristics of the models they used 
are briefly outlined in Table 2. A total of 21 different 
sets of calculations were submitted for comparison from 
12 different groups and involving 15 different radiative 
transfer models, albeit several of them closely related. 
Several of the codes are used in general circulation mod- 
els (GCMs) at present, whereas some are too detailed to 
be used in GCMs because of constraints on computing 
time. 

There is some precedent for an intercomparison of 
shortwave radiation codes. Fouquart ½t al. [1991] inter- 
compared shortwave radiation codes for climate stud- 
ies as part of the Intercomparison of Radiation Codes 
in Climate Models (ICRCCM) activity JEllingson and 
Fouquart, 1991]. Several cases involving aerosols were 
reported. Examination of the published paper and un- 
published results (Y. Fouquart, personal communica- 
tion, 1996) indicates that the top-of-atmosphere (TOA) 
forcing due to changes in aerosol optical depth differed 
substantially in magnitude and even in sign for the sev- 
eral models. For the case of maritime aerosol (single 
scattering albedo of 0.99, optical depth 0.09, and sur- 
face albedo 0.20) the relative standard deviation for 11 
models examined was 23% for solar zenith angle (SZA) 
750 and 114% for SZA 30 ø, with three of the models in 
the latter case exhibiting a slight positive aerosol forc- 
ing. The reasons for the large discrepancies are not 
clear and apparently have not been extensively pursued 
subsequent to that intercomparison. 
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2. Description of the Calculations 

In order to restrict the sources of discrepancy in the 
several calculations to differences in treatment of optical 
properties and radiative transfer and thereby to permit 
characterization of the magnitude of discrepancy aris- 
ing only from differing treatments of these processes the 
present intercomparison specified a rather prescriptive 
set of conditions for the calculations to be conducted 

by the participating groups. These conditions are pre- 
sented here. It should be noted, however, that the con- 
ditions specified for the present intercomparison are not 
meant to reflect actual conditions, which can vary con- 
siderably from those specified here and which can there- 
fore lead to rather different estimates of the forcing for 
a given sulfate loading. Actual assessments of radia- 
tive forcing by sulfate aerosols would need to take such 
variable conditions into account, and of course, differ- 
ing assumptions about these conditions and differing 
representations by different groups can be expected to 
contribute to further uncertainty in estimates of radia- 
tive forcing by sulfate aerosol than is indicated in the 
present rather restrictive intercomparison. 

2.1. Aerosol Composition 

The aerosol composition was specified to be that of 
an ammonium sulfate solution at 80% relative humidity 
(deliquescence point or saturated solution) and 25øC. 
The specified index of refraction was 1.40-0.00i for 
the purpose of these calculations, independent of wave- 
length [Tang and Munkelwitz, 1991]. Sulfate mass per 
particle was evaluated as sulfate concentration in so- 
lution (g sulfate m -3 solution) times particle volume 
(cubic meters). The sulfate concentration for the sat- 
urated solution corresponds to 540 g ammonium sul- 
fate L -• of solution at 25øC [Tang and Munkelwitz, 
1.994] equivalent to (96/132) g sulfate (g ammonium 
sulfate) -• * 540 (g ammonium sulfate L -•) * 1000 
(L m -3) = 3.927 10 s g sulfate m -3. 

2.2. Size Distribution 

Forcing was calculated for specified values of parti- 
cle radius with a narrow size distribution in order to 

avoid complications arising from high-frequency Mie 
resonances. Since the possible differences from model 
to model may result from different choices of size dis- 
tribution most participants used a lognormal size dis- 
tribution with standard deviation or0 = 0.1 (Sometimes 
the lognormal size distribution is expressed in terms of 
the geometric standard deviation crg=exp(cr0)=l.10517 
in this specific case.) Forcing was calculated for aerosols 
having the radius values (mode or geometric mean) 
specified in Table 3. This mass was calculated for the 
nominal particle radius rather than for the specific size 
distribution employed; for the lognormal size distribu- 
tion with or0 = 0.1 this underestimates particle mass 
by 4.6%. These radius values, which are in a geomet- 
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Table 3. Sulfate Mass Per 

Particle for Particle Radii 

Used in This Study 

Radius, 
/•m 

Sulfate Mass, 
10-15 g sulfate 

per particle 
0.03000 0.04442 

0.04243 0.1256 

0.06000 0.3553 

0.08485 1.005 

0.1200 2.843 

0.1697 8.O4O 

0.2400 22.74 

O.3394 64.32 

0.4800 181.9 

0.6788 514.6 

0.9600 1455 

Data are for ammonium 

sulfate and relative humidity 
of 80%. 

tic progression increasing by a factor of 2 •/2, span the 
range of interest for forcing by accumulation-mode par- 
tides. Figure 1 shows the corresponding distributions 
for or0 = 0.1. It is seen that the widths of the distri- 
butions are comparable to the spacing of the successive 
distributions. The increasing width with increasing ra- 
dius corresponds to a constant fractional width (i.e., 
constant width on a logarithmic radius scale). Results 
for monodisperse size distributions and other size dis- 
tributions such as the gamma distribution [Hansen and 
Travis, 1974; Lacis and Mishchcnko, 1995] are discussed 
in the appendix. 

2.3. Aerosol and Atmospheric Optical 
Properties 

Aerosol scattering cross-section cr (m 2 per particle), 
phase function, asymmetry parameter, etc., correspond- 
ing to above aerosol properties were evaluated by each 
group according to its practice. The incremental aerosol 
was to be placed in the boundary layer for those models 
which accommodated such vertical resolution. Atmo- 

spheric absorptive properties (including column water 
vapor) were employed in calculations by each group ac- 
cording to its practice. The atmospheric profile corre- 
sponds to midlatitude summer; most participants used 
the midlatitude summer profile from McClatchey et al. 
[1972]. One series of calculations was carried out at a 
fixed surface albedo, Rs: 0.15, for the following values 
of optical depth at 550 nm vs.•0 (0.05, 0.10, 0.15, 0.20, 
0.30, 0.40, 0.50, and 0.60) A second series of calculations 
held aerosol optical depth fixed at v•0: 0.20 and var- 
ied surface albedo Rs over the following values (0.05, 
0.10, 0.15, 0.20, 0.25, 0.30, 0.40, 0.60, and 0.80). The 
surface reflectance function was treated by each group 
according to its practice. 

o 
o.o 0.2 0.4 0.6 0.8 1 .o 1.2 

Radius, gm 

Figure 1. Distribution functions employed in the cal- 
culations of aerosol scattering efficiency and forcing. 
Distribution functions are displayed on a linear scale. 
The increasing width on a linear scale corresponds to 
a constant width on a logarithmic scale. Distributions 
are normalized to equal maximum values. 

2.4. Definition of Aerosol Forcing 

The direct aerosol forcing due to sulfate aerosols, AF, 
was calculated as the change in the net solar flux at 
TOA when the sulfate aerosol is included in the model 

atmosphere relative to that when the sulfate aerosol was 
absent [IPCC, 1996]. No account is made for strato- 
spheric adjustment; in any event, the changes in up- 
per tropospheric and stratospheric heating rates due 
to the inclusion of sulfate aerosols will be small. Two 

groups included a "background" aerosol; the Labora- 
toire d'Optique Atmosphdrique (LOA) and the Univer- 
sity of Maryland (UMD) groups used the maritime-I 
(MAR-I) and continental-I (CONT-I) aerosol models 
of the standard radiation atmospheres [World Climate 
Research Programme, 1983], respectively. According 

Table 4. Values of 

the Cosine of the 

Solar Zenith Angles 
and Corresponding 
Weights Used to 
Compute Global 
Mean Forcing 

•o Wi 
0.0092 0.0472 

0.0479 0.1069 

0.1150 0.1601 

0.2063 0.2032 

0.3161 0.2335 

0.4374 0.2491 

0.5626 0.2491 

0.6839 0.2335 

0.7937 0.2032 

0.8850 0.1601 

0.9521 0.1069 

0.9908 0.0472 

See equations 
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Table 5. Summary of the Eight Cases Selected for Statistical Analysis 

Case 
Broadband Forcing 550 nm Partial Forcing 

Optical Surface Particle Median, Range, Standard Median, Range, 
Depth Albedo SZA Radius Deviation, 

r R• ro, /•m W g- • % % W g- • nm- • % 

Standard 

Deviation, 
% 

1 0.2 0.15 Ave. 0.042 -42.3 145 31 -0.087 47 13 

2 0.2 0.15 Ave. 0.170 -443.5 27 8 -1.03 38 12 

3 0.2 0.15 Ave. 0.679 -318.6 50 12 -0.57 28 11 

4 0.2 0.05 Ave. 0.170 -548.4 26 8 -1.27 36 12 

5 0.2 0.80 Ave. 0.170 -26.0 613 193 -0.063 108 29 

6 0.2 0.15 83.40 0.170 -634.0 75 20 -1.46 97 32 

7 0.2 0.15 71.60 0.170 -1183 34 11 -2.85 54 17 

8 0.2 0.15 7.80 0.170 -679.0 44 14 -1.33 67 26 

SZA is solar zenith angle. 
equation (4). 

Ave. is average and refers to the zenith-angle-averaged forcing as defined in 

to the above definition, forcing is generally a negative 
quantity because sulfate aerosol is non-light-absorbing. 
Two steps are involved in the computation of aerosol 
forcing AF. First, wavelength-dependent aerosol op- 
tical properties are computed as a function of size and 
composition for the values of rss0 given previously. Sec- 
ond, radiative forcing is computed by the use of a multi- 
ple scattering radiative transfer algorithm. Each group 
treated the integration over the solar spectrum accord- 
ing to its practice. 

Participants were also requested to calculate forcings 
at a specific wavelength, ,k = 550 nm (partial forcing 
dAF/dA in W m -2 nm-•), when this was possible with 
the model employed. For this calculation the extrater- 
restrial solar spectral irradiance at 1 AU and ,550 nm, 
dFo/dJk, was specified as 1.884 W m -2 nm -• [Neckel 
and Labs, 1984]. For groups representing the solar spec- 
trum as a set of broadband intervals the partial forcing 
at 550 nm was calculated as the forcing for the interval 
encompassing 550 nm divided by the width of that in- 
terval in nanometers, and the results were scaled to the 
same spectral irradiance. The intent of this calculation 
was to isolate the effects on forcing arising from differ- 
ent treatments of the solar spectrum from those arising 
fi'om the different treatment of radiative transfer or op- 
tical properties. 

Forcing AF and partial forcing dAF/dA were eval- 
uated for the values of cosine of solar zenith angle it0 
given in Table 4. These values are selected to permit 
integration by a 12-point Gaussian quadrature to eval- 
uate the global mean forcing [Hansen and Travis, 1974; 
Press et al., 1988]. The global average forcing (half the 
average over the illuminated, hemisphere) is calculated 
as the integral over the cosine of solar zenith angle it0: 

1/ AF- • AFdl•o (1) 
with the integral approximated as 

1 zXF0 - zXF(0,) (2) 
i 

where the weights Wi correspond to globally and annu- 
ally averaged solar illumination and are given in Table 4. 
Note that the weights are normalized to 5-•'.i Wi: 2 and 
5-•i t'to,i Wi = 1 so that 

1 

5F - 
i 

Forcings are reported as normalized forcings G calcu- 
lated as forcing divided by sulfate column burden, in 
units of W m -2 per g sulfate m -2 (i.e., W (g sulfate) -•) 
for the broadband forcing, and W (g sulfate) -• nm -• 
for the partial forcing. 

3. Results 

To characterize the spread in forcing as calculated 
by the several groups we selected eight cases, summa- 
rized in Table 5, for which we provide statistics. The 
statistics characterize the results from 15 models for the 

broadband forcing and 12 models for the 550 nm par- 
tial forcing for three different aerosol radii (cases 1-3), 
three different surface albedos (cases 2, 4, and 5) (all for 
zenith-angle averages), and three different solar zenith 
angles (cases 6-8). Table 5 shows medians of the forc- 
ing values, the range of the results (difference between 
the largest and the smallest values expressed as per- 
cent of the median value), and the standard deviation 
from the mean (expressed as percent of the mean value). 
Also presented are results from a model that employed 
a line-by-line representation of atmospheric molecular 
absorption over the solar spectrum. 

The intercomparison reveals a considerable spread in 
the normalized aerosol forcings for the 8 specific cases 
of Table 5. Note that for case 5, the high surface albedo 
case, the range is very large, reflecting the fact that the 
models disagree even on the sign of the forcing, as dis- 
cussed in section 3.5. Even with exclusion of this case 

the range of the broadband normalized forcing for the 
several models is systematically >25070 and considerably 
greater for the smallest normalized forcings. The stan- 
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Figure 2. (a) Broadband normalized forcing (W m -2 per g sulfate m -2 or W (g sulfate) -•) as a 
function of particle radius. Aerosol optical depth r550 - 0.2 and surface albedo J• - 0.15. (b) 
Narrowband partial forcing at 550 nm (W m -2 nm -• per g sulfate m -2 or W (g sulfate) -• nm -•) 
as a function of particle radius for the conditions specified in Figure 2a. (c) Ratio of the broadband 
to the partial forcing (nanometers). The dependency of mass scattering efficiency at 550 nm 
with particle radius is shown concurrently in (d). The forcings are zenith-angle averages (i.e., 
calculated according to (4)). 

dard deviation is generally >8% and is as great as 30% 
(case 1, particle radius r0 = 0.042 •um). The standard 
deviation is considerably less for the partial normalized 
forcing at 550 nm than that for the broadband forcing 
in case 1 but is not appreciably reduced for the other 
zenith-angle:averaged cases (2-4) and somewhat sur- 
prisingly is actually considerably greater than that for 
the broadband forcing for specific solar zenith angles 
(cases 6-8). It should be noted that this last conclusion 
holds also for just the 12 models that provided nar- 
rowband forcing, establishing that these differences in 
cases 6-8 are not due simply to outliers in the broad- 
band only models. The line-by-line model predicts nor- 
malized forcings which are not systematically greater or 
smaller than those for other models and are very close 
to the median values for the partial forcings. The re- 
sults of the calculations are presented in Figures 2-6 
and discussed below in terms of the dependence of the 
normalized forcing on particle radius, aerosol optical 
depth, surface albedo, and solar zenith angle. 

3.1. Sensitivity to Particle P•adius 

The dependence of forcing on particle radius as cal- 
culated by the several groups is shown in Figures 2a 
and 2b for the broadband forcing and the 550 nm par- 
tial forcing, respectively. The maximum in broadband 
forcing occurs for radius of--•0.2-0.4 •um, depending on 
the model. (In using the term maximum when refer- 
ring to a negative quantity such as forcing we refer to 
the maximum of the absolute value of the quantity). 
Compared to the "average" results, the maximum in 
broadband forcing is shifted toward a smaller radius for 
the Colorado State University (CSU) model and toward 
a larger radius for the Oslo model and to a lesser ex- 
tent for the NASA Ames model. In the Oslo model, 

gaseous absorption by CO2, 02, and water vapor is not 
included; this would tend to overestimate the downward 
solar flux reaching the aerosol layer and probably the 
aerosol forcing for particle sizes closest to the absorp- 
tion wavelengths of CO2 and H20. There is a range of 



16,986 BOUCHER ET AL.: INTERCOMPARISON OF SULFATE AEROSOL DIRECT FORCING 

•40% among the several models in the magnitude of the 
maximum normalized forcing. The dependence of the 
normalized forcing on particle radius is due mainly to 
the dependence of mass scattering efficiency on particle 
radius as seen in Figure 2d with some additional depen- 
dence on aerosol phase function as particle size increases 
[e.g., Schwartz, 1996]. Figure 2d shows a fair con- 
sistency in the scattering efficiency (m 2 (g sulfate) -1) 
calculated by the several groups reproducing the con- 
ventional [e.g., Ouimette and Flagan, 1982] maximum 
in this efficiency at a particle diameter approximately 
equal to the wavelength of the light. The range of max- 
imum values for the mass scattering efficiency varies 
between 20.06 and 20.6 m 2 (g SO•-) -1 with a mode 
maximum of 20.1 m • (g SO4•-) -1. This divergence is 
attributed to differences in the Mie codes employed by 
the several groups but may also be due to a lack of 
precision in the calculations. The normalized forcings 
exhibit a substantially greater spread (Figure 2a) than 
do the scattering efficiencies (Figure 2d). This indi- 
cates that the spread in forcing results from differences 
in the treatment of the radiative transfer rather than in 

the evaluation of the aerosol scattering efficiency. 
The radius dependence of the partial forcing is slightly 

more sharply peaked than that of the broadband forc- 
ing with the maximum in partial forcing occurring at a 
slightly lower radius. In this respect the 550 nm wave- 
length is not representative of the total solar spectrum. 
Somewhat surprisingly, the maximum in partial forcing 
(12 models) exhibited just as great a range as for the 
broadband forcing (15 models). This indicates that the 
spread in broadband forcing arises mainly from differ- 
ing treatments of the radiative transfer problem rather 
than from different representations of the solar spec- 
trum. Nonetheless, generally speaking, there is a bet- 
ter agreement among the models regarding the shape of 
the curves (Figure 2b), with all the models indicating a 
maximum at essentially the same radius value. 

Further insight into the radius dependence of forcing 
can be gained from the ratio of the broadband to the 
partial forcing (Figure 2c). This forcing ratio is not 
independent of radius although it is considerably more 
slowly varying than either of the forcings themselves. 
For most models the forcing ratio exhibits a minimum 
(i.e., the ratio of partial to broadband forcing exhibits 
a maximum), consistent with a more peaked radius de- 
pendence for the partial forcing than for the broadband 
forcing, as driven mainly by the fact that the maximum 
in scattering efficiency depends on the ratio of radius 
to wavelength. The minimum in forcing ratio occurs at 
a particle radius of •0.1/•m, somewhat lower than the 
radius of maximum scattering efficiency. 

It is important to note at this stage that the sensi- 
tivity of forcing to particle radius would be smaller in 
the case of a "real" aerosol distribution with a larger 
standard deviation [Boucher and Anderson, 1995] than 
is indicated in these comparisons with narrow size dis- 
tributions. Therefore, to some extent the differences in 
radius dependence shown here would be washed out in 

integrations over a broad aerosol size distribution and 
may thus be an exaggeration of the model-to-model dif- 
ferences. Nonetheless, because the normalized forcings 
for the several distributions more or less maintain their 

relative positions at different radius values (Figure 2a), 
the spread in normalized forcing for a broad aerosol size 
distribution for the several models would be compara- 
ble to that indicated for the narrow distributions near 

the maximum forcing (i.e., relative standard deviation 
of ,-•10%). 

3.2. Sensitivity to Optical Depth 

The sensitivity of normalized forcing to aerosol opti- 
cal depth is examined in Figures 3a-3c for the broad- 
band forcing and 3d-3f for the partial forcing at 550 nm. 
At any given optical depth, at intermediate particle 
sizes the range among the models is roughly 25%-30% 
for the broadband normalized forcing and 30%-40% for 
the partial normalized forcing. Because the quantity 
plotted is the normalized forcing, that is the forcing per 
sulfate column burden, and because the optical depth 
scales linearly with sulfate column burden, a linear de- 
pendence of forcing on optical depth would be repre- 
sented in these plots by a straight line parallel to the 
x axis. The fractional deviation from such a horizontal 

line represents the departure from such a linear depen- 
dence. In all cases the magnitude of the normalized 
forcing decreases monotonically with increasing optical 
depth over the range examined, 0.05-0.6, with the ex- 
ception of the Laboratoire de M•t•orologie Dynamique 
(LMD) / University of Washington (UW) Sunray model 
for the broadband forcing at small optical depths. The 
decrease in broadband normalized forcing over this op- 
tical depth range is 13%-21% for intermediate particle 
sizes, where the normalized forcing is largest. 

It may be observed that the maximum of nonlin- 
ear dependence of forcing on optical depth (i.e., the 
maximum of the derivative of the broadband normal- 

ized forcing with respect to optical depth) occurs at 
the lowest values of optical depth. This may be under- 
stood by considering the forcing to be proportional to 
(exp(-•')- 1). Taylor series expansion of this quan- 
tity yields the normalized forcing proportiqnal to -1 + 
r/2 - r•/6 + v3/24 +.... This functional dependence 
is shown in Figure 3e for several values of the inter- 
cept of normalized partial forcing at 550 nm versus •'550 
for which the wavelength of the forcing corresponds to 
the wavelength at which the optical depth is specified. 
Quite close agreement is indicated between the limiting 
slopes from the several models and the limiting slopes 
resulting from this analysis. However, the decrease in 
the slope with increasing r is larger in the model results 
than predicted from this simple analysis. 

3.3. Sensitivity to Surface Albedo 

We present the dependence of normalized global av- 
erage forcing on surface albedo in Figures 4a and 4b for 
the broadband and partial forcings, respectively. It is 
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Figure 3. (a), (b), and (c) Broadband normalized forcing (W (g sulfate) -•) as a function of 
optical depth for three different particle radii. (d), (e), and (f) Idem for the 550 nm partial 
forcing (W (g sulfate) -• nm-•). The limiting slopes are shown in Figure 3e as bold lines for 
different normalized forcings at the origin (see text). The forcings are zenith-angle averages for 
surface albedo Rs: 0.15. Symbols denoting the several models are as in Figure 2 and Table 2. 

seen that the (absolute) forcing decreases with increas- 
ing surface albedo, as expected for a scattering aerosol 
above an increasingly bright surface. All the mod- 
els display this dependence to fairly close agreement, 
although the relative departure becomes increasingly 
great at high surface albedo. To examine this more 
closely, we make use of an approximation by Charlson 
et al. [1991], which is based on multiple reflections be- 
tween the aerosol and the surface. According to this 
approximation, aerosol forcing is linear in (1- R•) 2. 
Figures 4c and 4d show the broadband and partial nor- 
malized forcings as a function of (1 - R•) 2, exhibiting 
approximate linearity. To test this approximation fur- 
ther, we plotted graphs of forcing divided by (1-R•) •, 
which should be independent of R• within the above 
approximation (see Figures 4e and 4f). The approx- 
imation is supported fairly well for all models up to 
Rs - 0.2. The increase in (absolute) forcing divided by 
(1 - R•) • with Rs indicates that aerosol forcing does 
not decrease with Rs as fast as the above approxima- 
tion would suggest. There is also substantial divergence 
(positive or negative) from this approximation for some 
models, especially for Rs > 0.4, which can be found over 
snow or when the aerosol is above a cloud layer. The 
approximation holds somewhat better for the 550 nm 

partial forcing, suggesting that the departure of the 
several models arises from differences in treatment of 

atmospheric absorption. 

3.4. Dependence of Forcing on Solar Zenith 
Angle 

Knowledge of the dependence of aerosol forcing on 
solar zenith angle is essential for several reasons. First, 
the zenith-angle-averaged forcing assumes uniform geo- 
graphic distribution of aerosol loading and properties as 
well as other properties that influence aerosol light scat- 
tering such as surface albedo, cloud cover, and relative 
humidity, a situation that is never achieved in the real 
world. Mapping the geographic distribution of aerosol 
forcing requires explicit consideration of seasonal and 
latitudinal distribution of SZA [Wagenet et all, 1994; 
Nemesure et al., 1995]. Likewise, investigation of the 
relation between the secular decrease in temperature di- 
urnal range and increase in aerosol forcing [Karl et al., 
1993] requires consideration of the diurnal variations 
of the aerosol forcing (and hence its SZA dependence). 
Finally, the influence on aerosol forcing of diurnal vari- 
ations in quantities like relative humidity, cloud cover, 
and surface albedo cannot be examined with a zenith- 

angle-averaged forcing. 
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Symbols denoting the several models are as in Figure 2 and Table 2. 

The dependence of aerosol forcing with SZA may be 
understood qualitatively [Nemesure et al., 1995; 
Schwartz, 1996] to result from a near cancellation of two 
effects for an optically thin atmosphere: the increase in 
the slant path aerosol optical depth (r/cos(SZA)) with 
increasing SZA and the decrease in incident solar flux 
(S cos(SZA)) with increasing SZA. The cancellation of 

these two effects results in the amount of the direct 

beam flux that is scattered by aerosols being nearly in- 
dependent of SZA. The optically thin approximation no 
longer holds at large SZA, so the aerosol forcing goes 
to zero at large SZA. At small SZA the SZA depen- 
dence of aerosol forcing (i.e., the upscattered flux) de- 
pends mainly on the phase function of the aerosol and, 



BOUCHER ET AL- INTERCOMPARISON OF SULFATE AEROSOL DIRECT FORCING 16,989 

Solar Zenith Angle (degrees) Solar Zenith Angle (degrees) 
90 75 60 45 30 0 

90 75 60 45 30 0 

-200 -20 
-50 

'• '• -40 

_oo 
:• -800 -200 -80 

O0 0'i 02 013 0,i"0.' -14000.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 -1200 
Cos(solar zenith angle) 

Solar Zenith Angle (degrees) 
90 75 60 45 30 0 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

Cos(solar zenith angle) Cos(solar zenith angle) 

(a) r: 0.042 t•m (b) r = 0.170/•m (c) r -- 0.679 /•m 

Solar Zenith Angle (degrees) 
0.0 0.5 1.0 

-0.05 

'•0 -0.10 
• -0.15 

-o.25 

-o.%'.o'' 0:i' '0'.2'' 0'.3'' 0'.•.'' 0'.S' '0]6' '0'.7' 
Cos(solar zenith angle) 

(d) r - 0.042 t•m 

Solar Zenith Angle (degrees) 
90 75 60 45 30 0 

0.0- 

-0.5 

•) -1.0 

'• -1.5 
• -2.0 
EE -2.5 

I 
Cos(solar zenith angle) 

(e) r -- O.170t•m 

Solar Zenith Angle (degrees) 
90 75 60 45 30 0 

0.0 

-0.2 

-0.6 

-1.0 
-1.2 
-1.4 
-1.6 

-1,8 f -2.0 .... , .... ' ....................................... 
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

Cos(solar zenith angle) 

(f) r -- 0.679 

Solar Zenith Angle (degrees) Solar Zenith Angle (degrees) 
90 75 60 45 30 0 90 75 60 45 30 0 

104 

i'f' 103 

10 4 

0 

•]•10 3 

Solar Zenith Angle (degrees) 
9o 75 60 45 30 0 

104 

0 

103 

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 
Cos(solar zenith angle) Cos(solar zenith angle) Cos(solar zenith angle) 

(g) r -- 0.042 /•m (h) r - 0.170 /•m (i) r -- 0.679 /•m 
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in turn, on particle size. At small radii (i.e., ibr parti- 
cles near the Rayleigh limit of Mie scattering) the phase 
function is nearly symmetric, so the forcing weakens as 
SZA increases from zenith to horizon as governed by 
increased Rayleigh scattering (Figures 5a and 5d). For 
larger particles the scattering phase function is increas- 
ingly peaked in the forward direction; this results in a 

low upscarter fraction for small SZA that increases with 
increasing SZA, resulting in an increase in forcing with 
increasing SZA until, finally, the aerosol scattered flux 
decreases because the slant path is no longer optically 
thin. This leads to aerosol forcing going through a max- 
imum at intermediate SZA (Figures 5b and 5e; 5c and 
5f). 
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As shown in Figure 5, all the models succeed in cap- 
turing these features. Some of the differences among 
the models (see Figures 5a to 5 0 are caused by use of 
different phase functions. Boucher [1998] showed that 
for a given aerosol size distribution and refractive in- 
dex, using an equivalent Henyey-Greenstein phase func- 
tion instead of the original Mie phase function (which 
is accurate but computationally more intensive) may 
cause errors in aerosol forcing as great as 20%. Some 
groups (e.g., LMD/UW with "Streamer" and GFDL 
with the line-by-line model) computed the asymme- 
try factor with Mie theory and used the correspond- 
ing Henyey-Greenstein phase function, whereas other 
groups (e.g., LOA) expanded the phase function in Leg- 
endre polynomials thereby gaining a better approxima- 
tion of the original Mie phase function. The Henyey- 
Greenstein phase function does a poor job of predicting 
upscutter fractions at small and large SZA, but errors 
somewhat cancel out in the average over SZA [Wis- 
combe and Grams, 1976; Boucher, 1998]. This distinc- 
tion among the models is not applicable for the two- 
stream models for which the asymmetry factor is usu- 
ally the only parameter by which the phase function is 
characterized. 

The ratios of the broadband to the 550 nm forcings 
are displayed in Figures 5g, 5h, and 5i. We can think 
of this ratio as a measure of the importance of the 
550 nm wavelength for the broadband forcing. Large 
ratios indicate that other wavelengths (either smaller or 
larger than 550 nm) contribute to a larger proportion 
to the direct radiative forcing than the 550 nm wave- 
length region. As solar zenith angle increases, the larger 
wavelengths become more and more important at the 
expense of the smaller ones because of the A -4 depen- 
dence of Rayleigh scattering. Depending on whether the 
particle radius is smaller (Figures 5g and 5h) or larger 
(Figure 5i) than the reference wavelength of 550 nm 
the ratio goes through a minimum or increases steadily 
with SZA. These results show that the 550 nm forcing 
can definitely not be used as a surrogate for the broad- 
band forcing, even for a first-order calculation of aerosol 
direct forcing. Moreover, the discrepancies among the 
models are very high. 

3.5. Positive Forcing at High Surface Albedo 

A striking result from this study is the finding of 
a positive aerosol forcing (for a nonabsorbing aerosol) 
under the conditions of high surface albedo and small 
SZA (Figure 6). The magnitude of the positive forcing 
at small SZA is comparable to that of negative forcing 
at large SZA; the zenith-angle-averaged forcing, evalu- 
ated by (3), remains negative (Figure 4). These features 
are exhibited by all the models for both the broadband 
and the partial forcings, albeit with substantial differ- 
ences in detail. Such positive forcing has previously 
been noted by several investigators [e.g., Herman and 
Browning, 1975], but no explanation was provided. Be- 
cause this positive forcing is found also at the 550 nm 
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Figure 6. (a) Broadband and (b) 550 nm partial forc- 
ing as function of solar zenith angle for surface albedo 
0.60. The forcings are for an aerosol optical depth 
7'550 = 0.20 and particle radius r0 = 0.170 /•m. Sym- 
bols denoting the several models are as in Figure 2 and 
Table 2. 

wavelength, where there is no gaseous absorption, and 
because the aerosol is nonabsorbing, the reason for this 
enhanced absorption due to the presence of the aerosols 
is to be sought at the surface rather than in the atmo- 
sphere. An explanation has been provided recently by 
Haywood and Shine [1997]. When the sun is at zenith, 
the downwelling solar irradiance that is reflected up- 
ward is proportional to aerosol optical depth, but the 
upwelling irradiance that is reflected back to the sur- 
face is proportional to the optical depth multiplied by 
the average photon path length through the aerosol 
layer (i.e., 5/3 times the optical depth for a Lamber- 
tjan surface). With some assumptions, Haywood and 
Shine [1997] used a simple reflection model to derive an 
inequality for the onset of positive forcing: 

5 • 8 
• R,-• R,+i<0 (i.e., R, > 0.6) (4) 
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The range of surface albedo for which a positive forc- 
ing is found depends on solar zenith angle (see Fig- 
ure 7). Some models simulate positive forcings for sur- 
face albedo as low as 0.3 or solar zenith angles as large 
a,s 450 . For some values of surface albedo and SZA the 

models also disagree on the sign of the forcing (Fig- 
ures 7 and 6). It should be noted that conditions where 
the surface reflectance is high and the solar zenith an- 
gle is small occur over a relatively small proportion of 
the Earth's surface, making this phenomenon relatively 
unimportant in estimates of global aerosol forcing. Al- 
though it might be argued that a significant positive 
forcing may occur if scattering aerosol exists above a 
highly reflectant cloud, column calculations performed 

for such conditions by Haywood and Shine [1997] did 
not reveal any positive radiative forcing. Addition- 
ally, the global calculations performed by Haywood et 
al. [1997b] using the United Kingdom Meteorological 
Office (UKMO) radiative transfer code employed in the 
present intercomparison did not show any areas of pos- 
itive radiative forcing in monthly means. 

4. Approximate Representations of 
Spectral Dependence of Aerosol Forcing 

Because radiative transfer with high spectral resolu- 
tion models is computationally intensive, it is impor- 
tant to develop and test the accuracy of methods for 
approximating the broadband aerosol forcing by means 
of low spectral resolution models. Calculations by the 
LMD/UW group examined an approach to this that 
is based on a preliminary averaging of aerosol opti- 
cal properties. In these calculations (denoted Streamer 
nwvd) the wavelength variation of aerosol optical prop- 
erties is compressed into two spectral intervals (i.e., 
the spectral intervals corresponding to the LMD/UW- 
Sunray model, 0.25-0.68/•m and 0.68-4/•m) by weighted 
averages over relevant portions of the solar spectrum, 
the mass scattering coefficient being weighted by the 
solar flux at the surface, and the asymmetry parameter 
being weighted by the product of the solar flux and the 
mass scattering efficiency. These results were compared 
to the results obtained in a reference set of calculations 

(denoted Streamer and displayed throughout Figures 2- 
6), which employed aerosol optical properties computed 
at the midpoints of the 24 bands. In this way the dif- 
ference caused by averaging aerosol optical properties 
was investigated without changing the spectral resolu- 
tion of the model itself. Figure 8 shows the ratio of the 
broadband normalized forcings from these two calcula- 
t. ions. Averaging the aerosol optical properties results in 
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quite accurate results for larger particles (v > 0.1 tim) 
for which optical properties are only weakly dependent 
on wavelength but. in somewhat greater errors, 20%- 
30%, for small particles close to the Rayleigh regime 
(r < 0.075 tim) but for which the normalized forcing is 
in any event quite small. 

The treatment of spectral variation in aerosol op- 
tical properties was also examined by the Dalhousie 
group. The broadband normalized forcings were calcu- 
lated with different procedures prescribing aerosol spec- 
t. ral optical properties (Figure 9). In "Dalhousie-mid," 
aerosol optical properties at midpoints of the six spec- 
tral bands were used. In "Dalhousie-mean," spectrally 
averaged aerosol optical properties weighted by solar 
irradiance were obtained over each of the six spectral 
bands. For results denoted as "Dalhousie" and dis- 

played in Figures 2-6 the spectral variation of aerosol 
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Figure 10. Ratio of the broadband normalized forc- 
ings computed by the LOA group with the two-stream 
Zdunkowski method (LOA-Z) to those calculated by 
the discrete-ordinate method (LOA-DOM) with same 
spectral resolution. Surface albedo is 0.15, and aerosol 
optical depth is 0.20. 
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Figure 9. Ratio of the broadband normalized forcings 
computed by the Dalhousie group with different proce- 
dures for prescribing aerosol spectral optical properties. 
(a) Ratio of forcing calculated with the Dalhousie-mid 
model (aerosol properties calculated at mid points of 
six spectral bands) to that calculated with the refer- 
ence Dalhousie model (aerosol properties calculated as 
means in 15 spectral bands); (b)ratio of forcing calcu- 
lated with the Dalhousie-mean model (aerosol proper- 
ties calculated as means in six spectral bands) to that 
calculated with the reference Dalhousie model. Surface 

albedo is 0.15, and aerosol optical depth is 0.20. 

optical properties was treated in the same way as in 
the Dalhousie-mean except that the first spectral band 
(0.2-0.7 tim) is further divided into 10 subintervals. 
The errors are substantial (up to 40%) for the smallest 
particles when midpoint optical properties are used (see 
Figure 9a). By using spectrally averaged optical proper- 
ties in the first band (0.2-0.7 tim), errors in forcings are 
reduced but can still be as large as 25% for the small- 
est particle radii (Figure 9b). As with the LMD/UW 
approach, the approximate techniques yielded forcings 
that closely approximated forcings obtained with the 
more detailed spectral model for large particle radii. 

The LOA group computed the broadband normal- 
ized forcings with two different solving methods (two- 
stream method in LOA-Z and discrete-ordinate method 

in LOA-DOM) but with the same spectral resolution. 
Figure 10 indicates an overestimation of aerosol forc- 
ing by the two-stream method at small solar zenith an- 
gles and an underestimation at large solar zenith angles 
with some dependence on radius as well. However, the 
differences between the two radiative codes are much 

smaller for global-average forcings. Taken together, the 
results from these studies suggest that it is possible to 
compute aerosol forcing to a reasonable accuracy with 
a low spectral resolution model, provided aerosol opti- 
cal properties are suitably averaged (e.g., weighted by 
TOA solar irradiance) and aerosol particles are not too 
small. 

Discussion and Conclusions 

In principle the calculation of radiative forcing by 
sulfate aerosols should, for prescribed conditions, be 
a completely solved problem. In practice, there are 
approximations and assumptions that must inevitably 
be introduced into any calculation of this forcing that 
will result in errors in the resultant calculated forcing. 
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These assumptions and approximations include treat- 
merit of the solar spectrum and molecular absorption 
spectrum of the atmosphere, surface reflectance includ- 
ing its angular and spectral dependence, size distribu- 
tion of the aerosol, angular dependence of light scat- 
tering by aerosols, multiple scattering, and the vertical 
distribution of atmospheric components. The present 
exercise is an attempt to estimate the errors in such 
calculations resulting from assumptions and approxima- 
tions in modeling the forcing by comparing the results 
of different groups using somewhat different approaches 
to these calculations for well-specified aerosol proper- 
ties and surface reflectance. Comparison of the results 
of these calculations indicates that for globally-averaged 
direct, forcing by accumulation-mode aerosols (0.170/•m 
radius, near the maximum in scattering efficiency) over 
surfaces of low albedo (0.05-0.15) the standard devia- 
tion of normalized forcing calculated by 15 models is 
8% (range 26%-27%). For 12 models for which it was 
possible to evaluate the partial forcing at 550 nm the 
corresponding standard deviation is 12% (range 36%- 
38%). Although the models employed are not wholly 
independent, still these results suggest that errors re- 
suiting from differing approximations and assumptions 
in the treatment of aerosol optics and radiative trans- 
fer contribute an uncertainty in estimates of aerosol di- 
rect radiative forcing of •20% (twice the standard de- 
viation). Moreover, there is consistency among virtu- 
ally all the models in the dependence of forcing on the 
examined variables: particle radius (Figure 2), optical 
dpth (Figure 3), surface albedo (Figure 4), •nd solar 
zenith angle (Figures 5 and 6). The models likewise all 
exhibited similar departure from linear dependence of 
forcing on aerosol optical depth and on (1- R•) u sug- 
gested by simple models [Churlsou et al., 1991]. These 
findings suggest that uncertainties resulting from mod- 
eling aerosol optics and radiative transfer contribute rel- 
atively little to the overall uncertainty associated with 
climate forcing by atmospheric aerosols. 

There are several reasons, however, why this tentative 
conclusion might be questioned. Detailed comparison of 
the models as a function of any of the several controlling 
variables indicates considerably greater departure than 
is implied by the 8% standard deviation. One notes first 
that the partial forcing at 550 rim, not requiring inte- 
gration over wavelength, might be expected to exhibit 
closer agreement than the broadband forcing. Yet this 
is found only for the globally-averaged forcing when the 
broadband only models are excluded from the statistics, 
while the opposite is found at specific solar zenith an- 
gles. Future work might therefore focus on the spectral 
dependence of the forcing and possible compensating 
errors. Likewise, the spread in forcing was greater at 
any specific solar zenith angle than in the zenith-angle 
average, again indicative of possible fortuitous compen- 
sating errors in the several models (Figures 5b and 5e). 
With respect to dependence of forcing on particle ra- 
dius, again, although the several models all showed a 

similar overall dependence, at extremes of particle ra- 
dius the normalized forcing for the several models ex- 
hibited a relative spread that was much greater than at 
radii for which the scattering efficiency and normalized 
forcing were the greatest. Finally, the marked diver- 
gence of the models at high surface reflectivity suggests 
that work must be done to understand the reasons for 

these discrepancies if confidence is to be placed in the 
ability of models to treat these situations. Fortunately, 
from the perspective of inferring climate forcing by such 
aerosols these discrepancies would appear to be of some- 
what secondary importance, although they can be of 
considerable importance in specific situations. Com- 
parison of the spread in the optical calculations (scat- 
tering efficiency) with that in the radiative calculations 
indicates that the spread in forcing results from differ- 
ences in the treatment of the radiative transfer (such 
as multiple scattering) and treatment of the solar spec- 
trum rather than in evaluation of the aerosol scattering 
efficiency. 

With respect to the evaluation of aerosol forcing in 
climate models, from the results summarized in Table 5 
it. can be seen that with the exception of case 5 (surface 
reflectance 0.80) the spread of the results, albeit signif- 
icant, is moderate. This suggests that coarse spectral 
resolution radiative transfer codes within GCMs are un- 

likely to produce large errors in direct radiative forcing. 
G_nerally speaking, we note that the simpler models 
(two-stream models, such as LMD/UW-Sunray, LOA- 
Zdunkowski method (LOA-Z), Pennsylvania State Uni- 
versity (PSU), and UKMO, which are more likely to be 
used in GCMs) tend to exhibit smaller forcings than 
more elaborate models (such as LMD/UW-Streamer 
and LOA-Discrete Ordinate Method (LOA-DOM) us- 
ing the discrete ordinate method, Brookhaven National 
Laboratory (BNL-AD), Geophysical Fluid Dynamics 
Laboratory (GFDL), and NASA Ames using the adding- 
doubling method, and BNL-6S using the method of suc- 
cessive orders of scattering). However, this generaliza- 
tion does not hold entirely. The University of Illinois at 
Urbana-Chalnpaign (UIUC) model with the two-stream 
delta-Eddington method predicts aerosol forcings on the 
high side. The UMD model with the adding-doubling 
inethod predicts aerosol forcings on the low side but 
would probably be on the high side if no background 
aerosol was included. 

The spread of results indicated in the present study is 
significantly less than that which can be inferred from 
the very limited examination of aerosol radiative influ- 
ences in the 1991 ICRCCM intercomparison as noted 
in section 1. The relative standard deviations noted 

there (23% for SZA 750 and 114% for SZA 30 ø) may be 
most closely compared to cases 7 and 8 in the present 
study (11% for SZA 71.60 and 14% for SZA 7.8ø). The 
reasons for this improvement are not apparent, but it 
should be noted that aerosol forcing had not been an ex- 
plicit objective of the ICRCCM activity and had to be 
inferred from the unpublished calculations as the dif- 
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ference between different model runs having different 
aerosol loading. Still, we are pleased at the apparent 
improvement in model intercomparability between that 
study and the present one. 

With respect to possible future resolution of 
the model-to-model differences indicated in the present 
study, unfortunately, such resolution is not amenable to 

experimental investigation, which would require char- 
acterization of the aerosol (including its vertical dis- 
tribution), the surface reflectance (including its angu- 
lar distribution and wavelength dependence), and the 
top-of-the-atmosphere radiative flux that is well beyond 
present capability. However, certain aspects of model 
results can still. be examined in field studies. For ex- 

ample, during the recent Tropospheric Aerosol Radia- 
tive Forcing Observational Experiment (TARFOX) the 
direct radiative forcing due to a predominantly scatter- 
ing aerosol was found to increase with increasing solar 
zenith angle (P. Hignett and J.P. Taylor, personal com- 
munication, 1997); such a dependence was exhibited by 
all the models participating in the present project. Such 
measurements provide at least a comforting qualitative 
confirmation of model performance but certainly not 
the ability to resolve differences among the models. It 
is necessary to develop and implement ways to test the 
various other features of the model calculations, such as 
dependence of the forcing on aerosol optical depth, sur- 
face albedo, solar zenith angle, and wavelength, if not 
to provide quantitative confirmation of model perfor- 
mance, at least for identifying important features that 
might be missed by the models. 

We were unable to identify any of the models that 
could be viewed as the most likely approximation of 
an absolute reference method since, as noted, all the 
models embody approximations and assumptions. We 
would like to address the question of what would consti- 
tute a "benchmark" radiative transfer model for deter- 

mination of the direct radiative forcing of aerosols. Such 
a model necessarily requires verified Mie calculations, 
high spectral resolution, use of the full Mie-calculated 
phase function, accurate treatment of the angular de- 
pendence of multiple scattering, accurate treatment of 
the molecular scattering and absorption, and sufficient 
vertical resolution. At present, none of the models used 
here possess all of the attributes listed above. There 
are only a few models used in this study which capture 
several but not all of these features in a highly precise 
manner. With respect to future calculations we would 
hope that the present data set can provide a useful ba- 
sis of comparison for such a benchmark model and also 
for future parametrizations that might be suitable for 
inclusion in GCMs. 

With respect to the broader issue of uncertainty in es- 
timates of global average direct forcing by aerosol such 
as are listed by Penner et at. [1994] an additional un- 
certainty appears to be the calculation of forcing with 
a radiative transfer model even once all the input pa- 
rameters are specified. This uncertainty amounts to 
some 20% (i.e., an uncertainty factor of 1.2 in the ter- 

minology of Penner et al.), as evidenced in this study 
by intercomparison of several state-of-the-art models. 
For comparison, propagation of the several uncertain- 
ties listed by Penner et at. [1994] leads to an estimate 
of an overall uncertainty factor of 2.3. The dominant 
sources of uncertainty result from estimates of the load- 
ing of sulfate aerosol, controlled by atmospheric chem- 
istry and deposition, for which estimates are available 
only from atmospheric chemistry models [e.g., Lan#ner 
and Rodhe, 1991; Pham et at., 1995; Kasibhatta et at., 
1997]. Additional major uncertainties arise from uncer- 
tainty and variability in aerosol size distribution [e.g., 
Boucher and Anderson, 1995] and the representation of 
the effects of spatial and temporal variations in relative 
humidity [Nemesure et at., 1995; Haywood et at., 1997a] 
and fractional cloud amount [Haywood et at., 1997a]. In 
this context it seems clear from the present study that 
uncertainty deriving from treatment of the optical and 
radiative components of the aerosol forcing, for specified 
aerosol properties and surface albedo, contributes rela- 
tively little to the overall uncertainty in sulfate aerosol 
forcing and that major reduction of the overall uncer- 
tainty will require reduction in the larger uncertainties 
in the input parameters of radiative calculations. 

Appendix: Dependence of Scattering 
Efficiency on Particle Size Distribution 
Function 

As described above, we initially requested calcula- 
tions for a narrow but not monodisperse size distribu- 
tion with the object of diminishing sensitivity to high- 
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Relative radius 

Figure A1. Comparison of lognormal and modified 
gamma distributions. Note that the modified gamma 
distribution with nominal parameters identical to that 
for the lognormal distribution is shifted to slightly 
smaller radius values. The "gamma-air" distribution 
calculated for parameters a and b equal to the effec- 
tive radius and effective variance of the lognormal dis- 
tribution much more closely overlaps that distribution. 
Distributions are normalized to equal area. 
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Figure A2. (a) Radius dependence of scattering efficiency (m 2 (g sulfate) -•) at wavelength 
550 nm for all submitted calculations. Note the departure for lognormal calculations for 
•r0 = 0.20 and 0.23 (compared to those for •r0 = 0.1) showing sensitivity to that parame- 
ter. (b) Same as Figure A2a but on a logarithmic scale. Also shown for comparison are line 
segments having slopes of 3 (Rayleigh regime) and 2 and 1 (Mie scattering). (c) Ratio of scat- 
tering efficiency to that of the LMD/UW calculation on expanded logarithmic scale to show 
the magnitude of spread among the several calculations. Results for rr0 = 0.2 and 0.23 are 
omitted here. Results for BNL-6S were for •r0 - 0.09, resulting in the slight offset; radiative 
transfer calculations were made and reported for the cross sections shown. (d) Same as Fig- 
ure A2c but with further expansion and omission of results for BNL-Hansen-Travis, BNL-Dave, 
BNL-Bohren-Huffman, and BNL-gamma distribution with variance = 0.01. 

frequency Mie resonances. Results from the several 
groups revealed an unanticipated sensitivity to the de- 
tails of the size distribution (Figure A1). Here we re- 
port findings regarding this sensitivity of the scattering 
efficiency to properties of the narrow distributions. 

The lognormal distribution is given by 

•(•)- •/•- • •0 • - • •o • 
(A1) 

Sensitivity to the standard deviation (r0 was examined 
in calculations by the BNL group ((r0 = 0.1 and 0.2) 
and the LOA group ((r0 = 0.1 and 0.23). As seen in 
Figure A2a, the use of the broader distributions leads to 
substantially greater scattering efficiencies by as much 

as a factor of 1.7 and 2.1, respectively. This sensitivity 
apparently arises from the steep slope of the dependence 
of the scattering efficiency on r especially at low values 
of r (Figure A2b). Figures A2c and A2d further illus- 
trate the departures by showing on an expanded scale 
the ratio of scattering efficiency to that obtained by the 
LMD/UW group. This sensitivity to the width of the 
size distribution, even for narrow size distributions as 
employed here, underscores the importance of careful 
specification of the size distribution in any such calcu- 
lations and in any comparisons of calculations to mea- 
surements. The dependence of the scattering efficiency 
on shape of the distribution employed was examined 
further by the BNL group, who examined the scatter- 
ing efficiency also for the modified gamma distribution 
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(ab)(2o-•)/o 
r[(1 - 2,)/,1 

r (1-3b)/b e -r/(ab) (A2) 

For the distribution written in this form [Hansen and 
Travis, 1974; Lacis and Mishchenko, 1995], a and b are 
equal to the effective radius r, and the effective variance 
ve where the latter quantities are defined as 

(^3) = fF 

ve- f• (r- r,) 2 • r 2 n(r) dr (A4) __ 

fF 
In calculations by the BNL group (BNL-gamma 
b : 0.01), a was set equal to the nominal radius rg 
of the several calculations as given in Table 3, and b 
was taken as 0.01. Although the distribution functions 
are closely matched (Figure A1), the resulting scatter- 
ing efficiencies are as much as 16% lower than those for 
the lognormal distribution with the same nominal pa- 
rameters. This is attributed to the distribution's being 
shifted to a slightly lower radius. To examine this fur- 
ther, a modified gamma distribution (BNL-gamma alt) 
was constructed where the parameters a and b were 
selected to be equal to the efihctive radius and effec- 
tive variance, respectively, of the lognormal distribu- 
tion having •r0 : 0.1. Aerosol scattering efficiencies 
predicted with this size distribution and with the cor- 
responding lognormal size distribution were essentially 
identical (Figures A2c and A2d). As seen in Figure A1, 
this distribution also much more closely matches the 
lognormal distribution than does the modified gamma 
distribution with nominal values, confirming the attri- 
bution of the difference in scattering efficiency to the 
slight shift in distributions. 

Several algorithms for calculating Mie scattering 
properties of monodisperse distributions were also ex- 
antined, specifically those of Bohren and Huffman [1983], 
Hansen and Travis [1974], and Dave [1969]. These dis- 
tributions also yielded scattering efficiencies that were 
lower than those for the lognormal distributions at low 
radii where the scattering efficiency exhibits a strong 
dependence on radius. 

Because of the dependence of scattering efficiency on 
the distribution function employed, comparisons of forc- 
ing were restricted to identical distribution functions, 
namely, the lognormal distribution with a0: 0.1. Al- 
though the sensitivity to the details of the distribution 
affects any calculations for narrow test distributions, 
such as were employed in the present intercomparison, 
it does not affect to such an extent calculations for re- 

alistic broad aerosol size distributions, as would pertain 
to ambient aerosols [Boucher and Anderson, 1995]. 
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