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ABSTRACT

This technical note extends previous Mie calculations to show that there are complex relationships between
the asymmetry parameter g and the upscatter fractions for monodirectional incident radiation b(m0). Except for
intermediate zenith angles and for the upscatter fraction for diffuse radiation, there are significant differences
between b(m0) predicted by the Mie theory and that approximated by a Henyey–Greenstein phase function.
While the Henyey–Greenstein phase function is widely used in radiative transfer calculations to characterize
aerosol or cloud droplet scattering, it may cause important discrepancies in the computation of the aerosol direct
radiative forcing, depending on solar zenith angle, aerosol size, and refractive index. The implications of this
work for aerosol and climate-related studies are also discussed.

1. Introduction

Atmospheric aerosols have a direct influence on the
earth’s climate by scattering back to space a fraction of
the incident solar radiation (Charlson et al. 1991). One
of the current problems in determining the climatic in-
fluence of aerosols is an accurate assessment of their
direct radiative forcing (Boucher and Anderson 1995).
While large uncertainties are due to the lack of reliable
data on the spatial and temporal distributions of at-
mospheric aerosols and their optical properties, there
are still uncertainties in the computation of the radiative
forcing itself. Aside from the aerosol optical depth and
single-scattering albedo (a measure of aerosol absorp-
tion), the third important parameter is aerosol phase
function. The shape of the phase function varies con-
siderably with particle size and refractive index. As par-
ticles grow in size, the phase function evolves from a
simple Rayleigh symmetric phase function to a more
complex phase function with more and more forward
scattering. We discuss in the present note the importance
of the phase function to determine aerosol forcing in
the light of extensive computations of upscatter frac-
tions.
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2. The Henyey–Greenstein phase function

The Henyey–Greenstein (HG) phase function was
first introduced by Henyey and Greenstein (1941) to
describe scattering of radiation in a galaxy. Its expres-
sion, with g as single free parameter, is given by

21 2 g
P (m) 5 , (1)HG 2 3/2(1 1 g 2 2gm)

where m is the cosine of the zenith angle. It has been
widely used in atmospheric sciences because of its sim-
plicity. In particular, its Legendre moments

11
c 5 P (m)P (m) dm, (2)n E HG n2 0

where Pn are the Legendre polynomials, are simply giv-
en by

cn 5 gn, (3)

so that the expansion of the HG phase function in Le-
gendre polynomials is quite simple:

`

nP (m) 5 (2n 1 1)g P (m). (4)OHG n
n50

Equation (4) is very convenient in many solutions of
the radiative transfer equation like the d-M method
(Wiscombe 1977), the discrete ordinate method (Stam-
nes et al. 1988), and the Monte Carlo method. It is
known that this approximation might cause errors in
radiance calculations (Key 1994), but it is generally
considered acceptable for flux calculations. Hansen



1 JANUARY 1998 129N O T E S A N D C O R R E S P O N D E N C E

(1969) indicated that the HG phase function can be used
to replace the more realistic Mie phase functions in
multiple scattering approximations with no more than
a few percent error in computed fluxes. However, Tou-
blanc (1996) showed that using the HG phase function
in Monte Carlo radiative transfer simulations of Titan’s
atmosphere can significantly deteriorate photodissocia-
tion rates compared to an improved solution where the
Mie phase function is accurately simulated. We further
show in the present note that adequate caution should
be exercised in using HG phase function to approximate
the Mie scattering results.

We compare the realistic Mie phase functions to the
corresponding Henyey–Greenstein phase functions
with the same asymmetry parameters for two log-
normal size distributions with mean geometric vol-
ume diameters Dgy 5 0.3 and 3 mm, geometric stan-
dard deviation s g 5 1.4, and refractive index m 5
1.40 2 0i. Generally speaking, the HG phase function
fails to reproduce the backward scattering peak (glo-
ry) and tends to overestimate the Mie phase function

at intermediate scattering angles (908–1508). Coarse
mode particles differ from accumulation mode par-
ticles in that the HG phase function also overestimates
the phase function at scattering angles between a few
degrees and 908 (see Fig. 1). The Legendre parameters
derived from the Mie phase function differ substan-
tially from Legendre parameters of the HG phase
function. For Dgy 5 0.3 mm (see Fig. 2a), Legendre
parameters drop much more rapidly for the Mie than
for the HG phase function. The opposite is occurring
for the more complex phase function of Dgy 5 3 mm
(Fig. 2b). For the specific size distributions consid-
ered here, the Mie phase function is more readily ap-
proximated by a finite sum of Legendre polynomials.

3. Upscatter fractions

a. Definitions

The upscatter fraction for monodirectional radiation
incident at zenith angle u0 5 arccos(m0) is defined as

0 2p1 1
2 1/2 2 1/2b(m ) 5 P(mm 1 (1 2 m ) (1 2 m ) cosF) dF dm. (5)0 E E 0 02 2p

21 0

Wiscombe and Grams (1976) reduced this double integral to a single integral over the cosine of the zenith angle m:
p/21u p01 1

b(m ) 5 arccos(cotu cotu)P(cosu) sinu du 1 P(cosu) sinu du. (6)0 E 0 E2p 2
p/22u p/21u0 0

The backscattered ratio b is no different from the up-
scatter fraction for radiation incident at zenith angle u0

5 0:
01

b 5 b(1) 5 P(m) dm. (7)E2
21

The upscatter fraction for diffuse radiation (or isotropic
upscatter fraction) is further defined as

1

b 5 b(m) dm. (8)E
0

It is also reduced to a single integral by Wiscombe and
Grams (1976):

11
b 5 arccos(m)P(m) dm. (9)E2m

21

b. Previous investigations

The study by Wiscombe and Grams (1976) was mo-
tivated by the fact that relationships between , b(m0),b
and g were necessary to bridge between the Eddington
and the two-stream approximations. Moreover, g is a

fundamental parameter for radiative transfer in media
where multiple scattering dominates (van de Hulst
1974), whereas b(m0) is more relevant for a thin aerosol
layer where single scattering dominates. The upscatter
fraction for diffuse radiation is also the average fraction
of the radiation scattered upward by the aerosol when
considering the whole illuminated planet. For this rea-
son, it is directly relevant to aerosol forcing of climate
and is used for instance by Charlson et al. (1991) and
Charlson et al. (1992) to make a first-order estimate of
sulfate aerosol forcing. Wiscombe and Grams (1976)
showed that is an erratic many-valued function of gb
when individual (spherical) particles were considered.
Despite this complexity, ) (i.e., the upscatter frac-b (gHG

tion predicted by the HG function) was found to be a
good approximation of . The error is no more thanb
2% for individual particles and below 1% for specific
size distributions. Wiscombe and Grams (1976) conjec-
tured ‘‘that a similar procedure will lead to an approx-
imation for b(m) of comparable accuracy.’’ This is
shown in the next section not to be generally the case.

Marshall et al. (1995) performed extensive Mie cal-
culations and showed the existence of complex rela-
tionships between the asymmetry parameter g and the
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FIG. 1. Mie phase function (solid line) and the Henyey–Greenstein (HG) phase function with
the corresponding asymmetry parameter (dashed line). The curves are for mean geometric volume
diameter (a) Dgy 5 0.3 mm and (b) Dgy 5 3 mm, geometric standard deviation sg 5 1.4, real
refractive index m 5 1.40 2 0i, and wavelength l 5 0.55 mm. The respective ratios of the Mie-
and HG-approximated phase functions by a sum of 12 (or 24) Legendre moments to the initial
phase functions are also depicted on the graphs (Mie: long-dashed line, HG: dotted–dashed line).

FIG. 2. Legendre moments of a Mie phase function (Dgy 5 0.3 or 3 mm, sg 5 1.4, m 5 1.40 2 0i,
and l 5 0.55 mm) and the HG phase function with the corresponding asymmetry parameter.

backscatter fraction b 5 b(1). This is of direct interest
to relate g to nephelometry measurements of b. Again,
the relationship between g and b is multivalued, but
some empirical one-to-one relationships between the
two quantities can be derived for accumulation mode
particles provided the breadth of the size distribution is
known.

c. Further calculations

Basically, we extended Marshall’s calculations to the
monodirectional upscatter fractions b(m0). We report the
relationships between g and b(m0) for different m0 val-
ues and different aerosol size distributions in Figs. 3
and 4. There are substantial discrepancies between Mie-
predicted upscatter fractions and upscatter fractions due
to the HG phase function with the same asymmetry

parameter. Interestingly, the HG phase function can ei-
ther overestimate or underestimate the upscatter frac-
tions depending on m0, refractive index, and aerosol size
distribution. We first discuss Fig. 3, where the plots are
for a narrow size distribution (sg) and a range of real
refractive indices. At low m0 (i.e., high solar zenith an-
gles, see Figs. 3a,b), the equivalent HG phase function
underestimates the value of b(m0) for small aerosol di-
ameters but overestimates it for large aerosol diameters.
The limit between these two behaviors occurs at about
0.4–0.6 mm for l 5 0.55 mm, depending on m0 and the
refractive index. On the contrary, at large m0 (i.e., low
solar zenith angles, see Figs. 3d,e), the equivalent HG
phase function overestimates b(m0) for a large range of
aerosol diameters (Dgy between 0.3 and 1 mm) and un-
derestimates b(m0) for aerosol diameters above 1 mm
For large diameters, there is not a one-to-one relation-
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FIG. 3. Asymmetry parameter as a function of (a)–(e) monodirectional upscatter fractions and
(f ) upscatter fraction for diffuse radiation. We selected lognormal size distributions with mean
geometric volume diameters ranging from 0.1 to 5 mm, geometric standard deviation sg 5 1.4,
and a range of real refractive indices. The wavelength of calculation is l 5 0.55 mm. The
symbols along the curves are for Dgy 5 0.1, 0.2, 0.3, 0.5, 1, 2, 3, and 5 mm from the lower
right corner to the upper left corner. The relationships for the HG phase function are shown for
comparison (black solid line with no symbol on it). Panel (e) is similar to Fig. 1 of Marshall
et al. (1995).
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FIG. 4. Same as Fig. 3 but (a), (c), and (e) for geometric standard deviation sg 5 1.4 and a
range of imaginary refractive indices; (b), (d), and (f ) for sg 5 2.0 and a range of real refractive
indices. Scales on axes are different from Fig. 3.

ship between g and b(m0) and there are up to three
upscatter fractions corresponding to a same asymmetry
parameter. The agreement between Mie and HG phase
functions for the isotropic upscatter fraction (Fig. 3f)b
is generally better because there is a cancellation of the
effects at low and high solar zenith angles.

If some absorption is added (Figs. 4a,c,e), no im-
provement is observed in the prediction of upscatter
fractions by the HG phase function for accumulation
mode particles. There is, however, a tendency to a better

prediction of upscatter fractions for coarse-mode size
distributions when a significant amount of absorption is
considered. Moreover, the transition between under- and
overestimation of the upscatter fractions is progressively
translated toward larger aerosol sizes as absorption in-
creases. Broadening the size distribution (Figs. 4b,d,f)
flattens the curves a little bit and reduces the disagree-
ment between HG and Mie phase functions for accu-
mulation-mode size distributions but not necessarily for
coarse-mode size distributions. Figure 4 thus gives a
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FIG. 5. Aerosol forcing as a function of solar zenith angle for the
Mie and the corresponding HG phase functions for Dgy 5 0.3 and 3
mm, s0 5 1.4, m 5 1.40 2 0i, and l 5 0.55 mm. The forcing is
computed in the spectral band [0.52, 0.57 mm] for clear-sky condi-
tions, an aerosol optical depth t 5 0.1 and a surface albedo Rs 5
0.1.

FIG. 6. Relative error of the aerosol forcing computed with the HG
phase function compared to the exact forcing computed with the
predicted Mie phase function for six particle-size distributions pre-
sented in Fig. 3 with real refractive index m 5 1.40 2 0i. Other
parameters are as in Fig. 5.

hint as to how the results presented below (section 4)
are affected by the width of the size distribution or the
imaginary part of the refractive index.

There is significantly more scatter in these plots than
predicted by Cornette and Shanks (1992), who based
their Fig. 7 on a limited set of size distributions. In
contrast to the conclusion of Cornette and Shanks
(1992), this suggests that it is definitively not possible
to accurately predict upscatter fractions from a single
free parameter, for a wide range of size distributions,
whatever the approximated phase function is. The re-
spective behaviors of the Mie-predicted and the HG
upscatter fractions are important for computations of the
aerosol forcing.

4. Aerosol forcing calculations

The aerosol forcing is computed using the Streamer
model (Key 1994 and references therein), itself based
on the discrete ordinate method (Stamnes et al. 1988).
In these calculations, the HG and the Mie phase func-

tions are approximated by their respective 12 first Le-
gendre moments. The results are not sensitive to the
approximation of the aerosol forward-scattering peak
(Nakajima and Tanaka 1988), probably because the
phase function is well approximated by a series of 12
Legendre moments (Fig. 1). Figure 5 shows that the
aerosol forcing goes through a maximum at large solar
zenith angles (roughly 708–808), in agreement with re-
cent calculations by Nemesure et al. (1995) and
Schwartz (1996) for accumulation mode particles. For
Dgy 5 0.3 mm, the HG phase function underestimates
this maximum while it overestimates the forcing at low
solar zenith angles. This is consistent with results from
Fig. 3, where the HG phase function underestimates
(overestimates) the upscatter fractions at high zenith an-
gles (low zenith angles). The overall effect of the HG
phase function, in this specific case, is to diminish the
contrast between low and high zenith angles. Figure 6
shows the relative error in the computed aerosol forcings
for the same atmospheric conditions as in Fig. 5. The
errors are small for small size distributions (Dgy # 0.1
mm) because the HG phase function works well near
the Rayleigh scattering regime. For accumulation-mode
size distributions (0.2 , Dgy , 0.4 mm), forcing is
significantly underestimated at small zenith angles and
significantly overestimated at large zenith angles (up to
20% and consistently with Fig. 6). For coarse-mode
particles (Dgy $ 3 mm), the errors are equally significant
but reversed in sign. For intermediate size distributions
(1 , Dgy , 2 mm), errors are small at the considered
wavelengths.

The errors at low and high solar zenith angles do not
necessarily cancel out over one diurnal cycle because
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i) the distribution of zenith angles experienced at any
location depends on latitude and season and ii) other
factors that influence aerosol forcing—surface albedo,
relative humidity, and cloud cover—also have diurnal
variations. In particular, sea surface albedo over a rough
sea presents a maximum for solar zenith angles of about
708–808 (Payne 1972), close to where aerosol forcing
is largest. Accurate computations of the diurnal cycle
of aerosol forcing are necessary for interpreting the re-
cent decrease in diurnal temperature range over conti-
nents (Karl et al. 1991; Karl et al. 1993). A single mea-
sure of aerosol phase function (such as b) or a para-
metrization of g are clearly not sufficient to make an
accurate estimate of aerosol forcing in aerosol column
closure experiments (Penner et al. 1994). The breadth
of the size distribution and the refractive index for
coarse-mode particles are also necessary, as is suggested
by Fig. 3. The present study further suggests that careful
attention should be placed in the prescription of aerosol
phase functions for remote sensing of aerosol properties.

5. Conclusions

While the Henyey–Greenstein (HG) phase function
can advantageously replace the Mie phase function in
most flux calculations with a small error, it can introduce
significant errors (up to 20%) when computing aerosol
shortwave radiative forcing (i.e., a difference in fluxes
with and without aerosols). The magnitude and sign of
the error depend on aerosol size distribution, aerosol
refractive index, and solar zenith angle. Furthermore, it
is argued that these errors will not necessarily cancel
out in the global atmospheric context. Adequate caution
should be exercised when using HG phase function as
an approximation of Mie-predicted phase functions. If
simple radiative transfer models are to be used for aero-
sol forcing calculations, we suggest that appropriate cor-
rections are made. We further call attention to the need
for thoroughly diagnosing the diurnal cycle of aerosol
forcing before attributing the recent decrease in surface
diurnal temperature range over continents to anthro-
pogenic aerosols.
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