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Abstract In most state-of-the-art climate models, systematic errors persist in the representation of the
rainfall seasonality, near surface air temperature, and surface energy budget over West Africa, even during
the dry season. Most biases are related to an incorrect latitudinal position of the monsoon structures. To dis-
entangle the role of the large-scale dynamics from that of the physical processes in these biases, simulations
are performed with the LMDZ general circulation model in which the horizontal winds are nudged toward
reanalysis. Wind nudging greatly improves the position of the ITCZ as well as the representation of the com-
ponents of the surface energy budget directly impacted by the water budget and hence facilitates a more
systematic analysis of remaining biases associated with the physics in the model. The great potential of
wind nudging to compare the energetics of the atmospheric column in climate models at grid cell scale
with station observations, even for coarse grid models, is then shown. Despite the improved water advec-
tion and rainfall seasonality in the nudged simulations, errors consisting in a cold bias during the dry season
over Sahel, an underestimated seasonal variation of surface albedo, and an overestimation of the solar
incoming flux remain. The origin of these remaining biases is further investigated by conducting a series of
dedicated sensitivity experiments. Results highlight the key role of the soil thermal inertia, the turbulent
mixing efficiency, the surface albedo, and the aerosols and clouds radiative effects in the representation of
meteorological 2m-variables and surface energy budget.

1. Introduction

General circulation models have difficulties simulating the seasonality of temperature and rainfall in West
Africa, a region characterized by a complex climate and where in-situ observations are scattered and chal-
lenging to collect. The purpose of this study is to use local observations collected at various sites in West
Africa to evaluate and to improve the representation of near-surface temperature and humidity, latent and
sensible heat flux, and surface radiation budget simulated by a general circulation model.

The West African climate is characterized by the seasonal migration of the Inter-tropical Convergence Zone
(ITCZ) between the coast of the Gulf of Guinea and the Sahara desert. The ITCZ reaches the Sahel in summer
resulting in a short rainy season corresponding to the West African monsoon. This complex climate phe-
nomenon, organized at various scales, has been extensively documented during the AMMA (African Mon-
soon Multidisciplinary Analysis) field campaign (Redelsperger et al., 2006). Land surface thermodynamics
and water budget were identified as key components of land-atmosphere interactions, which play a crucial
role in the mechanisms involved in the West African monsoon system (Charney, 1975; Eltahir & Gong, 1996;
Taylor et al., 2011).

In the 70s and in the 80s, the Sahel experienced a severe drought associated with a warm anomaly in sur-
rounding low-latitude oceans which weakened the in-land excursion of the ITCZ (Giannini et al., 2002). The
partial recovery of rainfall since this period has been explained by the end of this temperature anomaly but
it was probably also affected by the global warming resulting from the global greenhouse gas increase
(Gaetani et al., 2016). According to the IPCC fifth Assessment Report (Stocker et al., 2013), warming may also
be significantly stronger in Africa than at the global scale. The warming in Africa may be of the order of 3� C
over the coast and 4� C over continental Sahel for a 2� C warming at the global scale. Remarkably clear
warming trends have also been documented for the historical period by Guichard et al. (2015). In addition
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to droughts and warming, West Africa has experienced severe floods in the last decade, in particular in
2007, 2008 and 2009. These extreme phenomena are sometimes attributed to climate change. Beyond the
general warming trend, the amplitude of the regional warming and rainfall changes is however highly
uncertain. Improving the simulation of past and present climate over West Africa is an ongoing challenge
that will lead to a more reliable use of future climate change projections over West Africa.

Because of the constraints related to the computational means, current global climate models (GCMs) use
coarse grids with typical grid cell sizes of the order of 100 to 300 km. With such an horizontal resolution,
convective and clouds processes are parameterized and not explicitly calculated. Parameterizations of
atmosphere surface couplings must also account for the heterogeneities of the surface and soil character-
istics. This also applies to regional climate models if their grid is not refined down to a few km or less.
Many options exist to parameterize these sub-grid scale processes, which explains for a large part the
diversity of climate models. Evaluating the skill of the GCM parameterizations is one main motivation for
large international inter-comparison exercises like CMIP (Coupled Model Inter-comparison Project). Ana-
lyzes focused on the West Africa monsoon (WAM, Roehrig et al., 2013) show that ‘‘CMIP5 models have not
reached yet a degree of maturity which makes it possible to rely directly on them to anticipate climate
changes and their impacts, especially with regards to rainfall’’. In coupled atmosphere-ocean simulations
of the present-day climate, these authors found that the annual cumulated rainfall over a Sahel box
(17W-10E; 12.N-20N] varies by a factor of 10 across models. These biases can be partly attributed to warm
biases in the simulated sea surface temperature over the Gulf of Guinea, limiting the northward migration
of the ITCZ. Even with prescribed sea surface temperature, large biases remain on the position of the
zonal jets and ITCZ. Concerning the energy budget, a large deviation is also found between models when
comparing temperature and surface fluxes over the Sahel. The deviation reaches typically 7 K on the 2 m
temperature, 80 W/m2 for the net infrared flux, 60 W/m2 for the net solar flux and 40 W/m2 for the net
radiative budget during the dry season. The causes of these biases are poorly known. During the mon-
soon period, precipitation plays a key role by controlling the evaporative fraction. Outside of the mon-
soon period, surface fluxes are more controlled by the radiative impact of water vapor, clouds and
aerosols (Guichard et al., 2009; Slingo et al., 2009).

In the present study, we evaluate the simulation of the local meteorological variables and that of the surface
energy budget in the LMDZ GCM. The most reliable observations to precisely assess air-surface coupling are
ground-based measurements. An unprecedented instrument deployment during AMMA helped document-
ing surface fluxes and near surface meteorological variables along a latitude transect in West Africa (Lebel
et al., 2009) as well as the mesoscale variability due to land use and land cover (Lohou et al., 2014; Ramier
et al., 2009; Timouk et al., 2009). One motivation of the present study is to estimate how a direct comparison
of the model outputs with AMMA site measurements can be used to improve the understanding and
modeling of the surface-atmosphere coupling. This motivation leads to methodological questions. The first
question concerns the representativeness of point stations observations when comparing them with the
grid cell of a model, which aims at representing the average of meteorological variables on scales of typi-
cally 200 3 200 km2. The second issue is related to the chaos in the meteorological system. Even if initial-
ized with observations, the day-to-day simulation of the meteorology would rapidly diverge from the real
one. Because of this well-known issue of the climate models, the comparison with observations is usually
done in terms of statistics computed on 10-year simulations for instance. By doing this, a large part of the
information that the multi-variate station data contains would be lost.

This issue can be avoided by forcing the simulated day-to-day evolution of the meteorology to follow the
real one by applying so-called nudging techniques to the large-scale dynamics. In practice nudging consists
in relaxing the horizontal winds of the model toward those of the analyzes or reanalyzes produced by
numerical weather forecast centers with a typical time constant of several hours. The potential of these
nudging techniques has already been demonstrated by comparing LMDZ simulations with in situ observa-
tions at SIRTA (an observation site located in the mid-latitudes in the Paris area) in studies focusing on the
boundary layer physics and the surface coupling (Cheruy et al., 2013; Coindreau et al., 2007). Nudging made
it possible to compare model results with local observations on a day-to-day basis, while the seasonality
was not much affected by nudging. In this case, it appeared that representativeness was not an issue once
it had been checked that the surface local properties for hydrology at the considered grid cell were consis-
tent with that of the observation site.
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Here we investigate to which degree this methodology can also be applied in West Africa. In West Africa, an
additional methodological question arises (Hourdin et al., 2010; Roehrig et al., 2013): the climate is strongly
contrasted in latitude, following the latitudinal distribution of the annual rainfall. Therefore the behavior of
local processes strongly depends on this annual rainfall. When considering a climate model with significant
rainfall biases (as is generally the case), a direct comparison to site observations will mainly reflect the fact
that simulations and observations do not concern the same climatic regime. One way to avoid the above
mentioned difficulty would be to compare model outputs with site observations not at a given location but
for a similar annual rainfall. For a model with a rainfall deficit over Sahel, this could be done by artificially
shifting the location of the point used to extract the simulated variables toward a lower latitude (the rainfall
increasing from North to South over Sahel). However, by doing so, one would face other issues, the sunlight
and local surface conditions being in this case different between simulation and observation. Here we show
that nudging, in addition to the above-mentioned properties, allows the simulated rainfall seasonal cycle to
be closer to the observed one, making a direct comparison with observations relevant for other variables.

The methodology used here consists in imposing the model dynamics without constraining the physical
parameterizations behavior in order to address the following questions: 1) what is the potential of the
nudging technique for the model evaluation and model improvement using site observations in the African
monsoon region? 2) To which degree of accuracy can the nudged model reproduce the seasonality, and
the intra-seasonal and inter-site variability of the observed surface energy budget? 3) What are the key ele-
ments of the physical model that matter in the representation of the surface energy budget?

The tools and method to compare the GCM grid cell with in-situ observations are presented in section 2
and 3 for two versions (LMDZ-5A and LMDZ-5B) of the LMDZ climate model that were used for the last
CMIP5 exercise (Hourdin et al., 2013a). The 5B version was based on a deep rewriting of the physical param-
eterizations of turbulence, convection and clouds. This new version, which in particular much better repre-
sents boundary layer convection and clouds as well as the diurnal cycle of deep convection over continents
(Rio et al., 2013), was used as a basis for the CMIP6 version under development. Section 4 is dedicated to
the documentation and discussion of biases related to the energy budget in this 5B version, both with and
without nudging. This helps identifying the part of the biases that are a consequence of the biases in the
large-scale dynamics from those caused by errors in parameterizations. In section 5, we explore ways for
improvement based on specific sensitivity experiments performed with the LMDZ-5B version of the model.

2. Model and Observational Setup

2.1. Model
The LMDZ model used here is a General Circulation Model (GCM) developed since the 80s (Sadourny &
Laval, 1984) at Laboratoire de M�et�eorologie Dynamique (LMD). The ‘‘Z’’ in ‘‘LMDZ’’ stands for ‘‘zoom’’ and it
means that the grid can be refined on a specific region (Idelkadi et al., 2005). The model is composed of
two parts: 1) a dynamical core in which the three dimensional primitive equations are discretized on a
longitude-latitude horizontal grid, and 2) a physical part in which the vertical transfers of heat, moisture and
momentum associated with physical parameterizations are computed. The physical part consists of inde-
pendent vertical columns that exchange information horizontally via the dynamical core, which updates
the model state variables, i.e., average pressure, temperature, winds and tracers in the various grid cells. The
vertical discretization is based on a so-called hybrid r2P coordinate.

We focus here on the two model versions with 39 vertical levels used for the previous CMIP5 exercise: the
LMDZ5A version (Hourdin et al., 2013b) called ‘‘OLD physics’’ and the LMDZ5B version called ‘‘STD physics’’
in the following.

In the OLD physics, the radiative transfer is calculated using broadband spectral models in the visible (Fou-
quart & Bonnel, 1980) and thermal infrared (Morcrette, 1991). Seasonally-varying ozone and aerosols are
prescribed for the radiative computations, using prescribed climatologies as done for the CMIP5 experi-
ments with the IPSL-CM5 model (Dufresne et al., 2013). The turbulence in the boundary layer is represented
by a turbulent diffusion scheme (Deardorff, 1970). The parameterization of deep convection is based on the
mass flux scheme of Emanuel and Zivkovic-Rothman (1999). The cloud fraction associated with convection
is calculated from the condensed water computed by the convection scheme (Bony & Emanuel, 2001).
Large-scale clouds are predicted from the total amount of water in the model grid-cell and from the
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moisture at saturation by using a subgrid-scale distribution of the total water with an imposed width. The
effect of subgrid-scale orography is accounted for using the parameterizations of Lott and Miller (1997).

The STD or 5B version is based on a 15-year research at LMD on the parameterization of the convective
boundary layer, clouds and deep convection (Hourdin et al., 2013a).

The first major improvement concerns the representation of the convective boundary layer for which a spe-
cific mass-flux parameterization of the organized thermal cells or rolls was developed. Combined with an
eddy diffusion parameterization based on a prognostic equation for turbulent kinetic energy (Yamada,
1983), the so-called thermal plume model allows up-gradient transport of potential temperature in the con-
vective atmosphere (Hourdin et al., 2002) and a much better representation of the vertical transport of trace
species (Locatelli et al., 2015) and horizontal momentum (Hourdin et al., 2017). Over the Sahel, this new
parameterization was shown to well reproduce the morning maximum of near surface wind, associated
with the downward transport of momentum stored in the low-level nocturnal jet. This wind maximum is
responsible for probably half of the dust emission in that region in the dry season. The thermal plume
model was extended to the representation of the vertical transport within cloudy convective boundary
layers (Rio & Hourdin, 2008; Rio et al., 2010). A specific cloud scheme was then developed to compute the
associated cumulus cloud cover, based on a bi-Gaussian subgrid scale distribution of the saturation deficit,
which moments are directly computed from thermal plume properties (Jam et al., 2013).

The second major improvement of the 5B version concerns the representation of deep convection. It
includes a parameterization of the cold pools that are created below storms by re-evaporation of convective
rainfall. It is the first time that such a scheme is introduced in a climate model (Grandpeix et al., 2010). Deep
convection is controlled by sub-cloud processes (Rio et al., 2013): it is triggered when the lifting energy pro-
vided either by the thermal plume model or the cold pool parameterization overcomes the convective inhi-
bition and its intensity is deduced from the associated lifting power available above the inhibition. These
new formulations for convective closure and triggering allow in particular to delay the onset of continental
precipitation and its maximum from midday to late-afternoon (Rio et al., 2009), correcting a long-standing
bias of large-scale models.

The LMDZ5B version of the model is at the basis of the new LMDZ6 version under development for CMIP6.
The present study is largely motivated by the will to evaluate and improve this new physical package over
West Africa.

Both versions of LMDZ are coupled to the land surface model ORCHIDEE (Organising Carbon and Hydrology
In Dynamic EcosystEms, Krinner et al., 2005) based on the SECHIBA scheme for the hydrological exchange
between the Earth’s surface and the atmosphere (Schematization of the exchanges of water at the Interface
between the Biosphere and the atmosphere; Ducharne and Laval, 2000) and the STOMATE model (Saclay
Toulouse Orsay Model for the Analysis of Terrestrial Ecosystems) for vegetation growth.

2.2. Simulations Setup
The simulations setup follows the AMIP protocol (Atmospheric Model Intercomparison Project) in which
models are integrated in time from initial conditions and a seasonally varying sea surface temperature is
imposed. Simulations are run on a regular grid with a resolution of 300 km in longitude and 200 km in lati-
tude. Two configurations are used. The first configuration called ‘‘FREE’’ hereafter consists in a classical AMIP
simulation run from 1 January 1979 to 31 December 2006. In the second configuration, called ‘‘NUDG’’ here-
after, winds are nudged (or relaxed) toward meteorological reanalysis in order to constrain the large-scale
dynamics using the following expression:

@X
@t

5MðXÞ1 Xa2X
s

(1)

where X represents a model state variable, M is the computation of the time derivatives of this state variable
by the model, Xa is the equivalent field for the reanalyzes, and s is the relaxation time constant. The only
variables nudged here are the horizontal wind components, the aim being to assess the representation of
the thermodynamics and of the water and energy budget at the surface for an imposed large-scale circula-
tion. The winds are taken from the ERA-Interim reanalyzes (European Reanalysis for the global Atmosphere,
Dee et al., 2011). They are interpolated linearly on the LMDZ horizontal grid, on the 39 vertical layers and in
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time between the 6 hours interval at which they are available for nudging. The relaxation time constant is
fixed to s 5 3 hours. From previous experience, it is known that a time constant of several (3 to 12) hours is
short enough to constrain the large-scale circulation and long enough for the physical parameterizations to
operate (for wind nudging at least). For this study, it was checked that the results are only weakly affected
by increasing the time constant up to 12 hours (an illustration is shown at the end of Section 3.1).

2.3. Observations
The station network used here has been designed to document the latitude transect from 12� to 17.1� N and to
allow comparison with models at local and mesoscale resolution. The accuracy of the different fluxes has been
investigated (Guichard et al., 2009; Mamadou et al., 2014; Ramier et al., 2009; Settle et al., 2008; Timouk et al., 2009)
showing that differences of 10 W m– 2 at the daily timescale should not be considered to be significant for the radi-
ation fluxes, as opposed to differences of tens of W m– 2. Uncertainty on turbulent fluxes typically ranges from 5%
t0 15%, affecting mainly the latent heat flux. This data has been used in a number of Land Surface Model evalua-
tion studies in the framework of ALMIP-2 (Grippa et al., 2016) and other studies (Bateni et al., 2014; Leauthaud
et al., 2017; Lohou et al., 2014; Roehrig et al., 2013). This is the first time that it is used to evaluate and analyze the
physics of a GCM over the AMMA transect. The main characteristics of the observation sites are summarized in
Table 1 and more details on the sites and data can be found on the AMMA-CATCH database (Lebel et al., 2009,
http://www.amma-catch.org). Automatic weather stations have been recording 2m air temperature and humidity
at a 15 minutes or 30 minutes time-step (HMP45C or WXT510, Vaisala), and rainfall with automated rain gauges.
The four components of the radiation budget were acquired using CNR1 (Kipp & Zonen). Turbulent fluxes were
measured with eddy covariance stations (LiCor7500 gas analyzer, Csat-3 sonic aerometer). The stations form clus-
ters in northern Benin (Nalohou and Bira; Mamadou et al., 2014), southwestern Niger (Ramier et al., 2009) and
northern Mali (Guichard et al., 2009; Timouk et al., 2009) and are completed by a single northernmost station in
Bamba (Timouk et al., 2009). The main landscape units have been instrumented (i.e., fallow and millet in Niger and
crop and savanna in Benin) to document the variability of upward turbulent and radiative fluxes, which are known
to depend on surface characteristics, aiming at bracketing mesoscale average fluxes in Niger and Benin. The
Agoufou station in Mali is set up on a typical Sahelian grassland. It has been shown to be close to the mesoscale
average in terms of surface fluxes (Timouk et al., 2009). The landscape around the northernmost Bamba station is
fairly homogeneous. Here, data from these six stations, from north to south Bamba, Agoufou, Wankama-millet,
Wankama-fallow, Nalohou and Bira are used. Their main characteristics are presented in Table 1.

We focus on the year 2006, year of the AMMA Special Observing Period (Janicot et al., 2008).

3. Assessment of the Nudging Methodology

In this section, we show how the wind nudging corrects a strong dry bias over the Sahel in the LMDZ
model. The comparison of the OLD and STD versions illustrates the robustness of the approach, but also

Table 1
Description of the Automatic Weather Station Sites

Name Country Coord. Ecosystem
Annual rainfall

(mm) Reference

Bamba Mali 1.4� W Semi-desert steppe: 150 Timouk et al. (2009)
17.1� N scattered perennial and

annual grasses
Agoufou Mali 1.5� W Sahelian grassland 350 Timouk et al. (2009)

15.3� N annual grasses, Guichard et al. (2009)
scattered trees (3%)

Wankama- Niger 2.6� E Millet crop 560 Ramier et al. (2009)
millet 13.6� N

Wankama- Niger 2.6� E Fallow: annual grasses 560 Ramier et al. (2009)
fallow Niger 13.6� N and shrubs.

Nalohou Benin 1.6� E Fallow within crops 1190 Mamadou et al. (2014)
9.7� N mosaic

Bira Benin 1.6� E Savanna 1190 Mamadou et al. (2014)
9.7� N
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shows that the nudging technique still lets enough freedom for the model physics to influence the model
behavior.

3.1. Impact of Nudging on Moisture Advection and Precipitation
As illustrated in Figure 1a, the STD version of the LMDZ GCM produces a deficit of precipitation in the FREE
simulations over the central and northern Sahel in comparison with GPCP (Global Precipitation Climatology
Project) during the summer monsoon. In the model, the 1 mm/d contour for the mean July–August–Sep-
tember rainfall remains south of 15� N while it should be located about 3� or 300km further north. This
results in a bias of about 2 mm/d (colored shadings on the same map). The zonal wind biases averaged
between 10� W and 10� E (color in Figure 1b) display a dipole structure in the middle and upper atmo-
sphere. This dipole corresponds to a southward shift of the African Easterly Jet (AEJ) center located between
600 hPa and 700 hPa and close to 12� N in ERA-Interim. The biases in both rainfall and zonal wind thus indi-
cate that the monsoon system is located too far south in the FREE simulations. Applying the nudging to hor-
izontal winds clearly improves the representation of the monsoon circulation, as seen from the reduction of
the mean zonal wind bias (Figure 1d) but it also improves the spatial distribution of rain over Sahel (see

Figure 1. (a and c) Biases (colors) in the simulated rainfall (in mm/d) and (b and d) mean zonal wind between 10� W and 10� E (in m/s) compared with GPCP obser-
vations and ERA-Interim reanalysis respectively. The model values (contour lines) and observations are averaged over the period July–August–September (JAS).
The comparison is shown both for the FREE (Figures 1a and 1b) and NUDG simulations (Figures 1c and 1d). The black crosses on the rainfall maps represent the
Bamba, Agoufou, Wankama and Nalohou sites. The panels e and f represent the latitudinal distribution of rainfall and mean zonal wind at 700hPa averaged
between 10� W and 10� E. The black curve represents the reference (GPCP observations in e, ERA-Interim reanalysis). The green and red curves represent respec-
tively the OLD and STD versions of the model in free (dash) and nudged mode (full line).
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Figure 1c). The impact of nudging on the latitudinal distribution of rainfall and zonal wind at 700hPa aver-
aged between 10� W and 10� E is further illustrated in Figure 1e and f for the two versions of the model
physics. While winds converge between these two nudged versions of the model, there are still differences
in the simulated distribution of surface rainfall, the amount of rainfall being less in the STD than in the OLD
version of the model. So, for both physics, nudging produces a northward shift of the ITCZ, in better agree-
ment with observations, but on average, rainfall is higher in the OLD than in the STD physics, both with and
without nudging. Those differences can be attributed to differences in model physics. In particular, mixing
between convective plumes and their environment has been revisited between the OLD and STD versions
of the model (Grandpeix et al., 2004), making convection more sensitive to tropospheric humidity, which
tends to reduce precipitation in semi-arid regions such as the Sahel.

The effect of nudging on the rainfall distribution is illustrated at the continental scale in Figure 1 by compar-
ing simulations and GPCP satellite observations. This result holds when considering local in-situ observa-
tions as illustrated in Figures 2c and 2d for the Bamba station. Nudging, with both the STD and the OLD
physics, leads to a better representation of the cumulated distribution of rainfall in comparison to the FREE
simulations.

Again, we note that the simulated precipitation differs between the OLD and STD physics in nudged mode:
it begins later in the season with the STD than with the OLD physics, in better agreement with observations,
while the cumulated rainfall is larger than observed with the OLD physics and lower than observed with the
STD physics.

Figure 2. (a and b) Time series of the daily and (c and d) cumulated rainfall, in mm/d, for year 2005 at the Bamba station (1.4E, 17.1N). The black curve represents
the in situ observations, the red one represents the NUDG simulation and the green one represents the FREE simulation. Panels a and c correspond to the STD
physics and Figures 2b and 2d corresponds to the OLD physics. The bar charts on Figures 2e and 2f show the annual cumulated rainfall at Bamba and Agoufou
(1.5 W, 15.3N) stations for years 2005–2007, and at Nalohou (1.6E, 9.7N) in 2006. The in situ (black) and satellite (grey) observations are compared with the results
of the STD (dark colors) and OLD physics (light colors). The results of the NUDG simulations correspond to the total bar (green 1 red) and the result of the FREE
simulations correspond to the green bars.
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Figures 2e and 2f show the annual cumulated rainfall from 2005 to 2007 over the Sahelian stations of
Bamba and Agoufou and at the Sudanian station of Nalohou in 2006. The impact of nudging on physics is
similar for the various stations and years: the cumulated rainfall is larger and in better agreement with
observations when nudging is applied (except for the Nalohou station with OLD physics), and somewhat
larger with the OLD than with the STD physics.

Satellite GPCP observations are shown as well in panels e and f. The comparison with the in-situ observa-
tions gives an idea of the observational uncertainty which can come from instrumental errors, retrieval algo-
rithms for GPCP or representativeness for in-situ measurements. The difference between the two sets of
observations, which varies spatially and temporally, is generally small enough to assess the effect of nudg-
ing and demonstrate that the nudged simulations perform better than the free ones. Yet, this uncertainty is
too large to decide which physics performs better. Finally, when considering the daily evolution of precipi-
tation at the Bamba station (see Figures 2a and 2b), the rainfall events in the NUDG simulations with both
physics are less intense and sporadic than observed. The same is true at the other stations (not shown).

The effect of nudging on the rainfall seasonality is closely related to the control of moisture advection,
which is much better represented in the NUDG configuration as illustrated in the first column of Figure 3
that shows the seasonal evolution of the 2 m specific humidity q2m at the various stations from North to
South. The lower graphic also shows the time series at Bira and Nalohou, two Sudanian sites close to each
other and characterized by different land uses (cf. Table 1). They are located in the same model grid cell, so
that their differences illustrate representativeness errors. The time series of q2m at these two stations almost

Figure 3. Time series of the daily 2 m specific humidity (in g/kg) for year 2006 at the Bamba, Agoufou, Wankama, and at the Bira and Nalohou stations. Local
observations (black) and ERA-Interim (cyan) values are compared with the NUDG (red) and FREE (green) simulations with the STD physics (a, left column). For the
Bamba station, results are shown as well for various nudging time constants (b) and for the old physics (c). The bottom-right panel (d) shows the time series of the
vertical profile of the difference of the specific humidity between the OLD and STD simulations at Bamba.
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overlap. The seasonal evolution of q2m at the Sahelian stations (Bamba, Agoufou and Wankama) is driven
by the Harmatthan wind that brings dry air from the Sahara during the dry season and by the monsoon
flow that transports moisture over land from the Atlantic ocean, and in particular from the Gulf of Guinea
between May and October. Figure 3 highlights the marked climate distinction between the Sahel and the
Sudanian zone both in the observations and in the simulations. Over the Sahel, the air is very dry in winter
and until May, with specific humidity of the order of 2 g.kg21 and occasional incursions of moist air. In the
Sudanian zone, the monsoon lasts longer than over Sahel and is associated with more variability of q2m and
a moister winter. The activation of nudging (red curve in Figure 3) leads to a better agreement of the simu-
lated seasonality of q2m with observations. With nudging, the monsoon flow penetrates further north (not
shown), which leads to a corrected strong dry bias noted in summer over the Sahel in the FREE simulations.
The better representation of the moisture advection in turn leads to an improved simulated monsoon rain-
fall in this area. Nudging also improves the representation of the day-to-day variability of the 2 m specific
humidity during the dry season. While nudging is applied to winds only, the variability of 2 m specific
humidity is as well captured by the model as it is by the ERA-Interim reanalysis. In particular in the Sudanian
zone, the humidity rate during the rainy season is closer to observations in the NUDG simulations than in
the reanalysis.

For the Bamba station, we present in Figure 3b the time evolution of q2m for time constants varying from
s 5 3 to s 5 24 h. During the dry season, the curves are almost superimposed for the various time con-
stants. It appears that even a time constant of 24 h is short enough to guarantee a good phasing of the
simulated day-to-day evolution with observations. During the rainy season, as could be expected from
the comparison of the FREE and NUDG simulations, the atmosphere is drier for a longer time constant.
However, even for a time constant of 24 h, the humidity is closer to observation than in the FREE
simulation.

3.2. Compared Impact of Nudging and Physical Parameterizations on Simulated Water Vapor
Even when the winds are nudged, the OLD version of the model departs from observed humidity as illus-
trated at the Bamba station in Figure 3b. The near surface air is often wetter than observed, especially
from May to July, while it is drier and in better agreement with observations in the STD version. To under-
stand this result, the vertical distribution of specific humidity is compared between the NUDG OLD and
NUDG STD simulations (see Figure 3d). The middle troposphere is moister and the near surface drier in
the STD than in the OLD version. This is a direct consequence of the representation of non-local vertical
convective transport within the boundary layer by the thermal plume parameterization at play in the STD
version. This thermal plume parameterization strengthens the vertical transport of moist air upward from
the surface and of dry air downward from the free troposphere. A similar behavior is observed at the
other stations (not shown). This attribution of a model bias to a particular parameterization would have
been more difficult in a free simulation, in which the modification of humidity could either come from
physical parameterizations or from advection by large-scale dynamics, itself coupled to physics parame-
terizations. Indeed, the seasonal cycle of q2m is better simulated with the OLD than with STD physics in
the FREE simulations because of the compensation of errors between underestimated meridional trans-
port and underestimated vertical mixing.

As shown previously, the physics also impacts the cumulated rainfall, which is always larger in the OLD than
in the STD version. This is due to changes in the convection scheme but also to the coupling between the
boundary layer and convection, or to surface recycling of water on its way from the Gulf of Guinea. Interest-
ingly, this sensitivity is very similar in the free and nudged simulations.

To summarize, the nudging technique allows for the correction of the main model biases associated with
the position and timing of the key features of the monsoon system. With nudging, the model better cap-
tures the total monsoon rainfall and its seasonality, as well as the annual cycle and synoptic and intra-
seasonal variations of near surface specific humidity, both in the Sahelian and the Sudanese regimes. Both
versions of the model still differ however, due for example to the introduction of the thermal plume model
in the STD physics that improves the representation of near surface specific humidity throughout the West
African region and to the modification of convective mixing that inhibits convection in dry regions. Nudging
allows to make comparison with in-situ measurements relevant while letting enough freedom to the physi-
cal parameterizations to play a role in the model behavior.
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4. Characterization of Energy Biases

The energy transfers between the surface and the atmosphere occur either in the form of radiation received
from the sun in the visible, ultra-violet and near infra-red spectral domains, and emitted by the atmosphere
and surface in the thermal infra-red, or in the form of sensible (H) and latent (LE) turbulent heat fluxes. The
flux continuity at the surface reads G5Rnet1H1LE where Rnet is the surface net radiation. The ground heat
flux G is comparable in intensity to the other fluxes at sub-diurnal scales but its contribution essentially can-
cels at seasonal time scales.

In this section, the sources of biases in the surface energy budget are identified and characterized. The aim
is to assess the realism of the STD physics compared to observations with a focus on the representation of
local atmospheric process and surface couplings. As already mentioned, the STD version is favored in this
analysis because it constitutes a significant step forward in the physical content and realism of the represen-
tation of the vertical transport in the convective boundary layer and of the diurnal cycle of boundary-layer
cumulus and storms. Results for the OLD physics are also shown when they help interpreting the origin of a
given bias.

For the STD version, both the FREE and NUDG simulations are discussed. A good simulation in the FREE
mode is of course the ultimate goal of the work on model improvement within which this paper takes
place. As already discussed, the NUDG simulation allows a day-by-day comparison with observations. It also
prevents from having a close agreement with observation due to compensating errors between the large-
scale dynamics and the parameterized physics. The comparison of the FREE and NUDG simulations allows
to identify which part of the energy biases in the FREE mode is related to the erroneous position of the
dynamical structure of the monsoon.

4.1. Surface Radiation and Energy Balance
The impact of nudging on the latent and sensible heat fluxes simulated by the model is illustrated in Figure
4 for Wankama where data is available for 2006. In the observations, the latent heat release is quasi null
before the rainy season starts, as expected. The latent heat release increases after rain starts and it is higher
from July to September, with values reaching 120 W/m2. After the rainy season, the latent heat release
decreases gradually. The evaporation rate is much lower on average and very intermittent in summer when
nudging is deactivated (FREE versus NUDG simulations). Nudging leads to increased rain in the Sahel, which
leads to increased soil moisture and, in turn, leads to a better agreement of the simulated surface latent
heat release in summer with observations, reaching 100 W/m2 from July to September and leading to more
water recycling. As a result the sensible heat flux decreases by 40 W/m2 during the monsoon season, in bet-
ter agreement with the observations. However, nudging has little impact on the sensible flux during the dry
season when the sensible flux remains overestimated. In the absence of latent heat flux and on a multiday
basis (so that G cancels), the sensible heat flux is in balance with the net radiation. So, the overestimation of
H should be associated with an overestimation of Rnet. This is confirmed by Figure 5, in which the net radia-
tion and its decomposition into short and long-wave components (Rnet5 SWnet1LWnet) observed at the dif-
ferent sites are compared with the free and nudged simulations.

Figure 5 further shows that nudging leads to a better representation of the seasonal behavior of the net
infrared fluxes (LWnet) compared to local observations. The correction due to nudging is the strongest

Figure 4. Time series of the (left) daily latent heat flux and (right) sensible heat flux for 2006 at Wankama. Local observations (black) are compared with the NUDG
(red) and FREE (green) simulations using the STD physics.
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during the rainy season where the net infrared flux is increased (decreased in absolute value) by about 30
to 60 W/m2 depending on the station considered.

Two explanations can be mentioned for the increase of the net LW radiation with nudging during the rain
season (concentrating on Agoufou in July–August, where the impact is strongest). One the one hand, from
an atmospheric radiation perspective, the increased atmospheric moisture increases the greenhouse effect.
The mean free path of photons is shorter. If the vertical temperature structure does not change, the net
radiation becomes less negative. On the other hand, starting from the surface energy balance, nudging
helps to bring rainfall to the station, in turn increasing soil moisture and surface evaporation. This results in
a cooling of the surface by typically 5–10 K. So the upward LW radiation decreases (as seen in Figure 6a) by
about 60 W/m2, consistently with dln ðrT 4Þ54dln ðTÞ. However, the atmospheric temperature decreases as
well, by 10 K in the first 3 km or so (Figure 6c) due to the strong surface-atmosphere coupling. This colder
air should emit less infrared radiation down to the surface. It is not the case in fact because the radiation is
coming from lower in the atmosphere, as explained above. So that, at the end, the incoming LW radiation is
not affected by nudging during the rain season (Figure 6b).

In fact, whatever the origin of a change in temperature, either at the surface or within the atmosphere, the
surface-atmosphere coupling will rapidly reduce the temperature contrast, and reduce in turn the change
in net LW radiation. At the end, the opacity variations (which are very large here because of the very large
variations in air moisture) explain most of the fluctuations of the net LW radiation (Betts, 2004). Figure 6d
shows indeed the strong correlation between q2m (here a proxy of atmospheric humidity) and net LW radia-
tion for the Agoufou site.

Note that clouds may contribute as well to the increased opacity. However, for the model at least, the cloud radi-
ative forcing during the rain season is of 15 W/m2 only. So it explains only one fourth of the total LW increase.

Due to the good representation of q2m, the NUDG simulation correctly captures the isolated peaks in net
LW radiation in winter and late Spring over Sahel (Figure 5), associated with synoptic scale moisture intru-
sions, as well as the increase of the net LW radiation (decrease of its absolute value) with the arrival of the
monsoon flow in May.

Figure 5. Time series of the 3 day running mean net radiation (left column), long wave net radiation (middle column) and solar net radiation (right column) for
year 2006 at the Bamba, Agoufou, Wankama, Nalohou and Bira (in W/m2) stations from top to bottom panels respectively. Local observations (black) are compared
with the NUDG (red) and FREE (green) simulations with the STD physics. All the radiative fluxes are counted positive downward.
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The net short wave radiation (SWnet) is overestimated compared to observations at all stations. The above-
mentioned peaks are also visible (reduction of SWnet) in the observations. Nudging helps producing similar
synoptic peaks in the simulations but this improvement in the simulations is not as clear for SWnet as it is for
q2m. During the rainy season nudging contributes to a reduction of the overestimation of SWnet at all sites,
although the magnitude of this reduction weakens from south to north. On average, nudging leads to a
reduced bias at Bamba by less than 10 W/m2 and by about 20 W/m2 at Naholou.

As a result, the nudging technique leads to an improvement of the representation of the seasonal cycle of
the radiative budget at the surface but large biases persist. Before the monsoon onset, Rnet is overestimated
at all sites and this bias associated with a bias in SWnet is maximum at Wankama. During the rainy season,
the nudging technique leads to an improvement of the phasing of the maximum of Rnet in August over
Sahel, as well as an improvement of the representation of the retreat phase from October to December,
except at Wankama where Rnet is overestimated by about 40 W/m2. Altogether, the remaining biases of Rnet

in the nudged simulations are mainly explained by the SWnet biases.

4.2. Decomposition of the SW Biases
In order to better understand the origin of the SWnet biases, the daily evolution of the solar flux arriving at
the surface (SWin) and the daily evolution of the surface albedo are considered separately (see Figure 7).
The simulation with STD physics and nudging shows sudden drops of SWin consistent with observations.
Drops of SWin are less numerous and not as sudden in the FREE simulations. Bouniol et al. (2012) derive the
seasonal cycle of cloud occurrences and types as well as their radiative impact over West-Africa combining
observations from the ARM mobile facility in Niamey and CALIPSO data collected in 2006. They emphasize
the importance of mid-level clouds that have a strong impact in both the SW and LW radiation and that are
present all year long, in particular during the spring when the other types of clouds are less numerous.
Additionally, Roehrig et al. (2013) show that low and mid-level clouds are better represented in the STD
than in the OLD version of LMDZ (IPSL-CM5B-LR compared to IPSL-CM5A-LR in their Figure 7). We do see

Figure 6. Water vapor and LW radiation in the NUDG and FREE configuration with the STD physics at Agoufou. (a) Upward and (b) downward LW radiation at
surface (in W/m22), comparing observation (black) with FREE (green) and NUDG (red) simulation. (c) Time evolution of the difference of the vertical temperature
profiles (NUDG minus FREE) and (d), scatter plot of q2m and net LW for the observations (black), and FREE (green) and NUDG (red) simulations. The scatter plot
was obtained by cumulating all the data for all the years available for observations, and the 4 nearest grid point for the model, leading to about 1500 values in
both cases.
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that the peaks in SWin are better represented with the STD version of the model. In the model, those peaks
are clearly attributable to the presence of mid-level clouds (Figure 8). However, despite this improvement,
the solar flux reaching the surface is still overestimated. The overestimation is particularly strong during the
rainy season. This overestimation is less in the OLD version of the model, which simulates more high-level
clouds, suggesting an underestimation of high-level clouds in the STD version of the model. So even if the
rainfall is stronger in the NUDG configuration thanks to the better ITCZ position, the clouds (and in particu-
lar high clouds) associated with this rainfall are probably strongly underestimated.

During the dry season, the simulated daily fluxes are in close agreement with observations at Bamba (Figure
8). Further south at Agoufou SWin is overestimated by about 30 W/m2 before mid-May and this bias ampli-
fies southward. This may be caused by an underestimation of aerosols and/or clouds in the model.

The surface albedo in the observations varies slightly in Bamba while it decreases at Agoufou and Wankama
during the rainy season due to the subsequent growth of the vegetation (mainly grass), which is darker
than the underlying bright soil. The bare soil fraction at Bamba during the rainy season being close to 1 (a
Leaf Area Index or LAI of 0.01 was measured in 21 October 2006, Timouk et al., 2009), the albedo value stays
very close to that of bare soil. At Agoufou and Wankama, the bare soil fraction during the rainy season
being respectively of about 45% (Mougin et al., 2014) and 70% (for an average LAI of 0.85, Boulain et al.,
2009), the albedo values drop during this period (Ramier et al., 2009; Samain et al., 2008). In the model, the
surface albedo in the Sahelian zone is underestimated: throughout the year at Bamba (its value is about
0.38 in the observations and 0.28 in the model) and before the monsoon onset at Agoufou and Wankama.

Figure 7. Time series of the daily surface incoming solar radiation (W/m2, left column) and the surface albedo (right column) for year 2006 at the Bamba, Agoufou,
Wankama, Nalohou and Bira stations, from top to bottom plot respectively. Local observations (black) are compared with the NUDG (red) and FREE (green) simula-
tions with the STD physics.
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This indicates that the albedo of bare soil is generally underestimated over the Sahel in the model. At Agou-
fou and Wankama, the model poorly reproduces the albedo seasonal cycle despite nudging and the surface
albedo in the middle of the rainy season is overestimated. This indicates either an underestimation of the
fraction occupied by the vegetation or an overestimation of the albedo of the vegetation itself. In the Suda-
nian region, the surface albedo is slightly overestimated by 3.5% in the NUDG simulation.

The wrong representation of albedo can cause, weaken, or amplify the SWin bias (i.e., SWnet overestimation
during the dry season). The contribution of SWin to the SWnet bias is found to be larger when moving south-
ward. During the rainy season, the overestimation of the surface albedo at the three southernmost stations
partly compensates for the overestimated SWin (probably related to a lack of clouds associated with
convection).

The albedo biases identified here motivated a revisit of the surface albedo for the version of the IPSL cou-
pled model under development for CMIP6, both the background albedo of bare soils and albedo of the var-
ious vegetation types.

From this analysis the biases in net radiation at the surface in the model can be attributed to errors in mois-
ture advection by the large-scale dynamics on the one hand (corrected by nudging) and to a misrepresenta-
tion of surface albedo, aerosols and clouds on the other hand (that relies on model physics).

4.3. Temperature Biases
Observed and simulated 2 m temperature (T2m) are compared in Figure 9. The 2 m temperature is strongly
coupled to the surface temperature during daytime, and is sensitive to the radiative and turbulent
exchanges between the surface and the atmosphere (A€ıt-Mesbah et al., 2015).

Beyond the phasing of the simulated and observed synoptic variability, the main effect of nudging is a
reduction of T2m during the rainy season, especially at Agoufou and Nalohou, leading to a much better rep-
resentation of the seasonal behavior of T2m. This correction is due to the increased evaporative cooling

Figure 8. Time series of the observed daily solar flux (in W/m2) reaching the surface at Bamba (black line) compared with
the NUDG simulations (red) for the STD (top) and the OLD physics (bottom). Time series of the daily long-wave (light
green) and short-wave (dark green) radiative effect (in W/m2) of simulated clouds. Time series of the simulated daily low-
(magenta), middle- (blue) and high- (cyan) level cloudiness (in %).
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discussed above. The effect on T2m mainly comes from a reduction of the daytime temperature as seen
from the comparisons of the daily minimum and maximum values of T2m, T min

2m and T max
2m (Figure 9, right col-

umn). With nudging, T2m is reasonably well simulated at the four available stations.

Considering the nudged simulations only, a systematic cold bias at the three Sahelian stations remains
despite the overestimated SWnet and Rnet (see Figure 9). This cold bias is a night-time bias as seen from the
strong underestimation of T min

2m at the same stations (Figure 9, right column).

We can suspect different origins for this excessive temperature drop during night-time, e.g., an underesti-
mation of the greenhouse effect, an overestimation of heat conduction below the surface or an underesti-
mation of turbulent mixing in the lowest atmospheric layers. Note that the bias is slightly reduced with the
OLD physics as seen in Figure 10 for the Bamba station. The explanation is rather direct since the model for
turbulent diffusion used in the OLD physics was much more ‘‘viscous’’ than the Mellor and Yamada
approach used in the STD version. We have other indications however that the STD version much better
represents stable boundary layers. So probably the better results of the OLD simulation comes from a com-
pensation of error with other aspects of the model physics.

In fact, the good agreement with observation for the maximum temperature may be even more puzzling, in
view of the excessive SW net radiation absorbed at the surface. This may suggest here also that compensat-
ing errors are at work. Longwave radiation, turbulence, but also boundary layer convection, may be
involved during daytime.

Figure 9. Time series of the daily 2 m temperature (in C, left column) and of the daily maximum and minimum 2 m temperature (right column) for year 2006 at
the Bamba, Agoufou, Wankama, and Nalohou stations from top to bottom respectively. Local observations (black) are compared with the NUDG (red) and FREE
(green) simulations with the STD physics.
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In the next section, the aforementioned possible origins of temperature and net radiation biases are further
investigated by analyzing a series of sensitivity experiments.

5. Pathways Toward Bias Reduction

In this section, we aim to more precisely identify the origins of the temperature and radiation biases
highlighted in section 4 in order to improve the STD version of the model in the NUDG configuration. Those
experiments were designed as pathways for model improvement and tuning in the frame of the develop-
ment of the CMIP6 version of the IPSL climate model. We first address the origins of the temperature biases
before investigating those of the albedo and net radiation biases.

5.1. Sensitivity of Night Time Temperature to Thermal Inertia
The sensitivity of the temperature to soil thermal properties is analyzed first.

For a vertically homogeneous soil, the thermal behavior of the soil is controlled by a unique parameter, the
thermal inertia I5

ffiffiffiffiffiffi
KC
p

, where K and C are the thermal conductivity and the heat capacity respectively. In
the standard version of the ORCHIDEE surface model, these parameters depend on the soil moisture as
follows:

K5Kdry1SrðKwet2KdryÞ

C5Cdry1SrðCwet2CdryÞ

where the degree of soil saturation Sr is the ratio of the soil moisture to its maximum value for a
saturated soil, Kdry50:4W:m21:K21 and Cdry51:8 � 106J:kg21:K21 (resp. Kwet51:8W:m21:K21 and
Cwet53:03 � 106J:kg21:K21) are the thermal conductivity and heat capacity of a completely dry (resp. satu-
rated) soil, taken constant over the Sahel in the current version of the ORCHIDEE model.

We choose to explore the sensitivity to thermal inertia by imposing a constant value of Sr all year long. This
allows both to test extreme values of the soil thermal inertia by imposing either a fully saturated (Sr 5 1) or
dry soil (Sr 5 0), and to test the behavior of the seasonal dependency to soil humidity by comparing simula-
tions with constant or varying Sr. The Sr 5 1 case corresponds to a large thermal inertia I 5 2335 (USI) and
the Sr 5 0 case to I 5 849 (USI). An intermediate simulation was also performed with Sr 5 0.5.

The model value of the thermal conductivity for dry soil over the Sahel is consistent with the terrain
measurements which suggest values between 0.25 and 0.4 W/m/K for dry soils and 1.4 to 2 for saturated
soils. The heat capacity value is probably somewhat overestimated, the literature suggesting values of
1:23106 for dry soil, to 1:843106 J/kg/K for wet soils, leading to thermal inertia values of typically
500–800 USI for dry soil and 2000–3000 USI for fully saturated soils (Murray & Verhoef, 2007; Verhoef
et al., 2012). The expected value of Sr over the Sahel is going from 0 in the dry season to 0.4 after rainfall
events. For Sr 5 0.4, the value computed by the model, I 5 1490 USI, is close to the values reported in
the literature.

Consistently with the results of A€ıt-Mesbah et al. (2015) and Sandu et al. (2013), the night-time temperature
increases significantly with increasing values of the soil thermal inertia (Figure 11). In comparison, the

Figure 10. Time series of the daily 2 m temperature (in C, left column) and of the daily maximum and minimum 2 m temperature (right column) for year 2006 at
the Bamba station. Local observations (black) are compared with the nudged simulations for the STD (red, same curve as in the top raw of Figure 9) and OLD
(magenta) physics.
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maximum daytime temperature varies only slightly. Globally speaking, the best simulation of T min
2m is

obtained for a saturated soil Sr 5 1.

For the dry season at least, such a large thermal inertia is not compatible with the values reported in the lit-
erature, while for the rainy season, T min

2m is quite well represented for Sr 5 0.5, i.e., for a large but acceptable
value of the soil thermal inertia. Unexpectedly the control NUDG simulation, in which Sr is computed inter-
actively, is closer to the Sr 5 0 simulation during the rainy season and closer to the Sr 5 0.5 simulation dur-
ing the dry season. This result in fact points to an erroneous behavior of the model itself, which happens to
have different origins during the dry or the wet season. The version of the ORCHIDEE model used here is a
1.5-layer model. It is made of one main layer which reacts as a water bucket. It is filled by rainfall and evapo-
rates with a resistance that depends on the height of water in the bucket and on the characteristics of the
vegetation. In addition to this main layer, an additional layer is created intermittently after rainfall events to
handle fast processes. In this case, the surface layer is driven by rainfall and evaporation and exchanges
with the main layer below. Sr is computed simply as the ratio of the bucket water content to its maximum
value. During the dry season, the model acts as a bucket. The water from that bucket is far from the surface
and the evaporation cancels due to the functions that control the resistance to evaporation and Sr should
probably go to zero. However, it does not decrease below 0.3. At the opposite, during the rainy season, it
turns out that Sr is underestimated because of a bug, Sr being computed using the ratio of the humidity in
the first layer to the maximum content of the full soil model.

Altogether, an underestimated thermal inertia due to the aforementioned problem could explain in part
the underestimation of the night-time temperature during the rain season. During the dry season, the ther-
mal inertia is probably strongly overestimated by the model, both because of the wrong model behavior
and because of soil constants for dry soil which are a bit overestimated. So the temperature cold bias
should probably be even larger with a better soil model, probably pointing to a problem in the representa-
tion of the other processes that control the decrease of surface temperature during the night: turbulence
and long-wave radiation (A€ıt-Mesbah et al., 2015).

Figure 11. Time series of the daily 2 m temperature (in C, left column) and of the daily maximum and minimum 2 m temperature (right column) for different val-
ues of the surface thermal inertia corresponding to dimensionless saturation ratio: Sr 5 0 (dark cyan), Sr 5 0.5 (cyan) and Sr 5 1 (blue) in the control simulation
(red), in the in-situ observations (black) for Bamba (top row), Agoufou (middle row) and Wankama (bottom row) sites for year 2006.
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The sensitivity shown here points to the importance of the representation of the soil thermal properties
and of their dependence to soil moisture. For the CMIP6 version, the IPSL model will use a 11-layer discre-
tized model for water transfer in the soil, coupled to a thermal conduction model that uses the same verti-
cal discretization (Wang et al., 2016).

5.2. Sensitivity of Night-Time Temperature to Turbulent Mixing
The sensitivity of temperature to the near surface turbulent mixing is explored by varying either the surface
roughness (Z0) or the mixing length l5maxðlmin; l�Þ where lmin is a threshold and l� is a mixing length calcu-
lated with the Blackadar (1962) formula.

In the CMIP5 version of LMDZ, there is no distinction between the roughness lengths for momentum (Zom)
and for thermodynamic variables (Zoh), i.e., Z0;h5Z0;m although it is generally accepted that Z0;h � Z0;m. A
sensitivity experiment is run by imposing Z0;h5Z0;m/10 (a generally accepted value for this ratio; e.g., Garrat
(1992)). The effect of this change happens to be weak and is not documented here.

The impact of changing the threshold value for the minimum mixing length (lmin) from 1 to 20 m is
shown in Figure 12. The impact of increasing lmin is qualitatively similar, although weaker, to that of
increasing the thermal inertia. It reduces the night-time biases by about 2� C and the T2m mean bias
by 0.8� C. This test confirms that the too cold night-time temperature may be in part due to an
underestimated turbulence in stable nocturnal conditions. A correct representation of the stable
boundary layer remains a challenge for boundary layer parameterizations (Bosveld et al., 2014; Lohou
et al., 2014).

5.3. Origin of Albedo Biases
In this section, sensitivity experiments are performed to understand the origin of the misrepresentation of
surface albedo (a) that remains even in the NUDG simulations with STD physics, and to document the

Figure 12. Time series of the daily 2 m temperature (T2m, in C, left column) and of its minimum and maximum daily values (right column) in a sensitivity experi-
ment with increased minimum turbulent mixing length (blue) compared to the control simulation (red) and to the in situ data (black) for Bamba (top row),
Agoufou (middle row) and Wankama (bottom row) sites for year 2006.
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impact of albedo errors on the surface energy budget. During the dry season, the albedo value is high and
close to bare soil albedo of deserts (Tsvetsinskaya et al., 2002). During the rainy season, it decreases as vege-
tation grows, as explained earlier. In the model, the albedo is expressed as:

Figure 13. Time series (3 day running mean) of the diurnal averaged albedo (left column), solar net radiation (middle column) and net radiation (right column) for
Bamba (top row), Agoufou (middle row) and Wankama (bottom row) sites for year 2006 for the local observations (black) and in the control simulation (red) and
sensitivity experiment with modified albedo (blue). In the second panel on the left column, the albedo estimation from the sensitivity experiment in which the
weight attributed to the albedo of bare soil in summer is changed from 50% to 30% (dash blue curve) as well as the albedo obtained from western nearest neigh-
bor grid-cell (green curve, 3.8 � W, 15.3� N) are also shown.

Figure 14. Time series of the daily 2 m temperature (T2m, in C, left column) and of its minimum and maximum daily values (right column) for Bamba (top row),
Agoufou (middle row) and Wankama (bottom row) sites for year 2006 in the in situ observations (black) and in the control simulation (red) and sensitivity
experiment with modified albedo (blue).
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with bðPi; tÞ512exp½2k LAIðPi; tÞ�; 0 < bðPi; tÞ < 1; 0 < k < 1. fbare is the fraction of the grid cell that is
always bare soil, Pi is the plant functional type, fPi is the maximum fraction covered by Pi in the grid point
and fPi bðPi; tÞ represents the fraction of the surface effectively covered by leafs, k is the extinction coeffi-
cient within the canopy fixed at 0.5 in the model standard version. In the model used here the 13 plants
functional types are defined, three of which are effectively present over Sahel (two types of grass and one
type of crop). In the version used here, the fraction of each plant functional type is imposed once for all in
each grid-cell (no dynamic vegetation) but the leaf (or grass) growth is computed interactively with the
meteorology by activating the STOMATE component of the ORCHIDEE model.

A sensitivity experiment is performed where the albedo is changed in a Sahelian zone defined as a rectan-
gular box (17� W-10� E; 12� N-20� N). The bare soil albedo is increased by a constant factor of 1.26 to better
match the observations during the dry season. The albedo of the Savannah plant functional type is
decreased from 0.2 to 0.15 in order to decrease the simulated albedo during the rainy season. A value of
0.15 is in fact more consistent with in situ measurements at maximum canopy cover (Ramier et al., 2009;

Figure 15. Surface incoming solar and long-wave radiations (in W/m2), 2 m temperature (in C, mean, min and max) at the Agoufou station for 2006 in the sensi-
tivity experiments (blue) to the (a) aerosols and (b) clouds, in the daily local observations (black) and in the control simulation (red).
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Samain et al., 2008) and is close to the lower values reported for grassland and the medium value for savan-
nas (Cescatti et al., 2012). The classical formulation of b (LAI) is also changed to (1-min ð1; LAIðPi; tÞÞÞ. This
extreme approximation consists in assuming that all leafs lie side by side on the surface until they reach fPi.
Note that the darkening of the Sahel during the monsoon season may also be affected by the direct effect
of soil moisture on the bare soil albedo. This dependency of bare soil albedo to soil moisture, not activated
in this version of the model, would probably not be strong enough to explain the discrepancy with the
observed albedo. This process is in part responsible for the fast oscillations observed in the surface albedo
at Wankama. The effect of moisture is weak and restricted to a short period of time after rainfall events
(Ramier et al., 2009; Samain et al., 2008) (see Figure 8).

The effect of these albedo changes on the net and incoming solar radiation is shown in Figure 13 at Bamba,
Agoufou and Wankama. At Bamba, the surface albedo variation between the dry and the rainy seasons is of
the order of 1% in the observations so that correcting the surface albedo of bare soil alone is enough to
match the observed surface albedo reasonably well. This leads to a bias reduction on SWnet in particular dur-
ing the dry season where the simulated absorbed solar flux is very close to observations. This improvement
leads to an improvement in the representation of the daily evolution of the net radiation budget (see Figure
13). However, this leads to a cooling of the surface and an increased cold bias (see Figure 14).

At Agoufou and Wankama, where the albedo variation is more pronounced between the dry and the rainy sea-
sons (see Figure 13), the simulation with the modified albedo leads to a more realistic annual cycle of the
albedo. However, despite those drastic changes in the surface albedo specification, the amplitude of the sea-
sonal cycle of albedo at Agoufou is still underestimated. The agreement with observation could be improved
when considering representativeness issues. The grid point containing the Agoufou station indeed contains

Figure 16. Sensitivity of the 2 m temperature (in C, left column) and the 2 m specific humidity (right column) to the combined surface thermal inertia, clouds and
aerosols effect at Bamba, Agoufou, Wankama, Nalohou and Bira stations, from top to bottom panels respectively, for 2006 in the daily local observations (black), in
the control simulation (red) and in the sensitivity experiments (blue).
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50% of bare soil while the AMMA super-site where observations are sampled contains only 20% of bare soil.
The surface albedo that would be simulated accounting for this different weighting is also shown on the figure
(dash blue curve). The albedo value obtained in the sensitivity experiment is closer to observations in the rainy
season even if it still drops at the beginning of August instead of mid-July. To explain this shift in season, obser-
vations are compared with the closest grid point west of the station, where rainfall starts earlier in July (this point
is centered at 3.8� W). In this case the albedo decreases earlier. The difference of precipitation between the two
grid points leads to a difference of LAI and induces in turn a shift on the seasonal cycle of albedo.

The improvement of the representation of the albedo cycle in Agoufou and Wankama reduces the SWnet

bias there. Nevertheless, the net radiation budget is not significantly improved before the monsoon onset
since the overestimation of SWnet is mainly due to the overestimation of SWin at this period.

To summarize, these results clearly suggest that the standard version of the model suffers from an underes-
timated bare soil albedo and from an underestimated darkening effect by STOMATE during the rainy sea-
son, associated with the vegetation growth. Correcting the albedo helps improving the representation of
radiative fluxes but tends to slightly increase the model cold bias (see Figure 14).

5.4. Sensitivity of the Surface Energy Budget to Atmospheric Opacity
The overestimation of the net radiation Rnet over central and south Sahel before the monsoon onset is partly
due to the overestimation of SWin. The sensitivity of SWin to clouds and aerosol is now considered. In the fol-
lowing experiments, only results at Agoufou are presented. The biases and effects of the sensitivity experi-
ments are indeed similar at the other stations. The sensitivity of incoming radiation and 2 meter
temperature to aerosol loading is first analyzed by increasing the atmospheric load by a factor of two for all

Figure 17. Sensitivity of surface albedo (left column) and surface short-wave incoming radiation (in W/m2, right column) to the combined surface thermal inertia,
clouds and aerosols effect at Bamba, Agoufou, Wankama, Nalohou and Bira stations, from top to bottom panels respectively, for 2006 in the daily local observa-
tions (black), in the control simulation (red) and in the sensitivity experiments (blue).
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types of aerosols (Figure 15a). Increasing aerosol opacity is enough to significantly reduce the SWin bias,
except in June. Unlike albedo corrections, this reduction of incoming radiation decreases T2m only weakly
(e.g., by about 0.6� C in March, during the dry season).

The sensitivity of the same variables to cloud radiative effects (Figure 15b) is then analyzed by modifying
the representation of clouds in the simulations. Results from section 4.2 suggest that the occurrence and
radiative effect of high cirrus and anvil clouds are underestimated in our simulations. To increase the life-
time of high clouds and their radiative effect, we reduce the ice crystals fall speed by a factor of 2.7 in the
STD simulation.

The parametrization of ice fall velocity is one of the most uncertain aspects of atmospheric models that
affect most the clouds and the radiative balance. It is for instance the most crucial element controlling the
life cycle of tropical anvil clouds in convection-permitting cloud simulations (Van Weverberg et al., 2013). It
also strongly controls the total amount of high clouds in climate models, as well as their latitudinal distribu-
tion, and a scaling factor on the fall speed of ice crystals is often used during the final tuning process of cli-
mate models (Hourdin et al., 2017).

The fall velocity wiw used in LMDZ is based on the formula proposed by Heymsfield and Donner (1990)
in which wiw5ciw33:293ðqqiwÞ0:16, qiw being the ice water content and ciw a parameter introduced for
the purpose of model tuning. The parameterization could probably be improved by incorporating a
temperature dependence as suggested by Heymsfield et al. (2007) or by representing thin cirrus and
thicker clouds generated by fresh convection differently as recommended by Schmitt and Heymsfield
(2009).

Figure 18. Sensitivity of the surface net solar radiation (left column) and the surface net long-wave radiation (right column) to the combined surface thermal iner-
tia, clouds and aerosols effect at Bamba, Agoufou, Wankama, Nalohou and Bira stations, from top to bottom panels respectively, for 2006 in the daily local observa-
tions (black lines), in the control simulation (red lines) and in the sensitivity experiments (blue lines).
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Here, when reducing the value of the scaling factor ciw, the SWin bias is slightly reduced and the model pro-
duces more variability of Swin during the dry season in better agreement with the observations. By main-
taining high clouds longer, the greenhouse effect is reinforced as can be seen in infrared radiation received
at the surface (LWin). The net effect is a significant reduction of the cold bias by 2� C.

In conclusion, the increase of the aerosol opacity reduces the Swin biases without modifying surface air tem-
perature significantly, while the increase of the life-time of high clouds improves both the SWin daily variabil-
ity and the 2m temperature in the model. Note that aerosols are prescribed as a mean seasonal cycle here but
a model with interactive aerosols could increase the day-to-day variability of aerosols and radiation as well.

5.5. Combined Sensitivity Experiment
To estimate the improvement that could be expected from improved physics, a last sensitivity experiment
is performed that combines all aforementioned tests on albedo formulation, aerosols, high clouds and ther-
mal inertia for Sr 5 1. The choice of Sr 5 1 is extreme in terms of soil thermal properties and probably hides
other model limitations.

The magnitude of these changes is further compared with the uncertainty range related to the internal vari-
ability of the nudged model by performing a set of 10 realizations of the sensitivity experiment differing by
their initial conditions.

In the combined sensitivity experiment (blue line on Figure 16), the warming induced by modifying thermal
inertia and ice crystals fall speed (see section 5.1 and 5.3) dominates the cooling induced by the modified

Figure 19. Sensitivity of the surface net radiation (left column) and the surface sensible heat flux (right column) to the combined surface thermal inertia, clouds
and aerosols effect at Bamba, Agoufou, Wankama and Nalohou and Bira stations, from top to bottom panels respectively, for 2006 in the daily local observations
(black lines), in the control simulation (red lines) and in the sensitivity experiments (blue lines).
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albedo (see section 5.2). Thus, although the changes lead to a warm bias in the Sudanese zone, the Sahelian
cold bias of the NUDG simulation in the dry season is strongly reduced (by 1.6� C) before the monsoon
onset and it is corrected after it. Analyzing the change in humidity in the independent sensitivity tests pre-
sented in the previous section (not shown), it appears that the reduction of the ice crystals fall speed is also
responsible for the increase in q2m seen in Figure 15 at Bamba and Nalohou stations. As shown in Figure 13,
the albedo and its seasonal cycle in the Sahel are represented as in section 5.2, with the exception of
Wankama. The SWin biases are reduced or corrected and the SWin variability is improved over all sites
(Figure 17). As a result, the net solar radiation in the combined sensitivity experiment is much better repre-
sented during the year at all stations with the only exception of November–December at Agoufou (see
Figure 18) where the SWnet underestimation of 20 W/m2 is caused by the albedo overestimation of 26%. In
addition, Figure 18 shows that the net infrared is also closer to observations. It is expected that the net radi-
ation is better represented in the combined sensitivity experiment, which is confirmed when looking at
Figure 19. The Rnet overestimation is reduced by about 40 W/m2 at Agoufou before the monsoon. However,
the SWnet underestimation from November to December is responsible for a Rnet underestimation at Bamba
and Agoufou. As discussed in section 5.1, the Rnet dry season biases over Sahel are strongly related to the
sensible heat flux biases, which is confirmed in Figure 19.

Despite nudging, the model displays some internal variability, which is documented here with the 12-
member ensemble introduced above and shown as blue lines in Figures 13–17. In particular, the analysis of
the albedo evolution at Wankama in these simulations shows a large dispersion (Figure 17). In some simula-
tions, the surface albedo at Wankama is close to observations whereas in other simulations its seasonality is
phase-shifted. This strong variability appears to be associated with a chaotic and competitive behavior of
two types of grass in the model. This variability is probably overestimated and further analysis of the behav-
ior is beyond the scope of this paper. The dispersion in the simulation of albedo is responsible for the inter-
nal variability in SWnet and Rnet from May to June. However, Figures 16–19 also show that the inter-
simulation variability is weak outside of the rainy season. The ensemble also illustrates the rapid adjustment
under nudging, the inter-model dispersion being a bit larger during the first 10 days in January.

6. Conclusion

The nudging technique allows for a direct comparison of the surface energy budget simulated by a GCM
with station data in West Africa.

Nudging horizontal winds toward reanalysis not only corrects the monsoon circulation over West Africa but
also the simulated rainfall in relation with a better representation of the moisture flux. By correcting the
major rainfall (dry) bias over Sahel, nudging allows for a comparison between model and observations for a
similar climate regime without any adhoc correction or sampling. By constraining the day-to-day variability
of the local meteorology, nudging allows for the comparison between model and observations on a daily
basis without requiring statistics that are otherwise needed when comparing observations with simulations
performed in free climate mode. The comparison can be made directly between the mean grid cell value
and local observations for some variables such as water vapor or downward energy radiative fluxes. When
looking at surface reflection of solar radiation, at surface thermal emission or at turbulent fluxes however,
the observational sampling of surface conditions on which those variables depend must be consistent with
the specified distribution of model subgrid scale properties within the corresponding grid cell. Representa-
tiveness errors appear not to be as strong an issue as could have been first anticipated given the rather
homogeneous characteristics of the Sahel landscapes and the careful choice of observational setups
deployed for AMMA.

As expected, the nudging technique removes most of the chaotic nature of the model trajectory. Some ran-
domness or sensitivity to initial conditions remains however when considering the day-to-day variation of
convection and rainfall. At some particular locations, this chaotic behavior coupled to non-linearities of the
scheme that drives the LAI growth during the rainy season results in tipping points in the representation of
the albedo and surface radiative fluxes. It appears that such a behavior has already been identified for grass
land plant functional type (Orchidee group private communication).

The nudging technique also allows for some freedom in the model, which is still sensitive to the model
physical parameterizations, making it possible to explore the origins of the large energy biases that persist
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in climate models. By comparing the outputs of a series of control and sensitivity experiments to site meas-
urements, several conclusions have been reached concerning the model physics.

First the thermal plume model was identified to optimize the representation of near surface specific humid-
ity throughout the West African region. It is important to note that this improvement due to the activation
of the thermal plume model would not have been identified without nudging. Indeed in the free simula-
tions, the old physics represents the near surface humidity on average better due to two compensating
errors: an underestimated moistening by horizontal advection of moist air from the Gulf of Guinea and an
underestimation of surface drying by mixing of surface air with dry free tropospheric air.

Using this improved physics, remaining biases in the representation of the energy budget and the key pro-
cesses that may be at the origin of these biases have been identified. The biases and involved processes are
different between the monsoon rainy season and the dry season. During the monsoon, the water cycle
plays a first order control on the energetics. Because of this, the correction of moisture advection by nudg-
ing is very important in particular for the partition of net radiation between latent and sensible turbulent
fluxes, and for the representation of the shadowing of solar radiation by clouds associated with convection.
Conversely during the dry season, nudging does not correct much the seasonal evolution of the energy
fluxes. The remaining errors are large, with order of magnitudes typical of AMIP simulations of the CMIP5
ensemble (Roehrig et al., 2013). Surprisingly, the standard version of LMDZ exhibits both a cold bias and an
overestimation of the incoming solar radiation over Sahel. The solar radiation bias is due to a possible
underestimation of aerosols or clouds. The cold bias is mainly a nocturnal bias and is controlled by soil ther-
mal inertia, turbulence (in the stable boundary layer), and greenhouse effect. A larger thermal inertia would
help reconcile the observed and simulated near surface temperature, but the value needed is more typical
of a water saturated soil, making this explanation hardly plausible. Increasing nocturnal turbulence also
improves the representation of the near-surface temperature. Increasing a minimum threshold for the mix-
ing length to reduce nocturnal decoupling is not enough to fully reconcile model and observation. The
exploration of other possible sources for the erroneous representation of the nocturnal turbulence would
probably deserve further work. Finally, by favoring the persistence of high clouds over the region (by
decreasing the ice crystal fall velocity), not only is the mean nocturnal temperature warmer, but the LW radi-
ation also shows more day-to-day variability, in better agreement with observations.

Interestingly, the model with the STD physics is able to explain peaks associated with minimum values in
the incoming SW radiation. Those peaks are clearly associated with mid-level clouds occurring at least once
per month outside of the rainy season. Those clouds were underestimated in the OLD physics.

In this study we investigated how, for an imposed large-scale circulation, the physical processes are repre-
sented in the model, and how they control the energy budget over the region. For the dry season, since the
nudged and free simulations are close to each other, it can be expected that improvements inspired from a
comparison of nudged simulations and observations could in fact result in direct improvement of the cli-
mate simulations. For the rainy season however, the methodology does not help understand nor correct a
priori the southward shift of the monsoon key elements in the LMDZ FREE simulations. Improvements in
the nudged simulations may even result in an increase of this southward shift. However, even in this case, it
should be desirable to improve the simulations in nudged rather than in free mode in order to avoid
improving the position of the ITCZ thanks to error compensation.

As a complementary approach, we are also studying the‘‘ nudging tendencies’’ which measure the‘‘ will’’ of
the model to depart from the real evolution of the large-scale circulation, in order to identify key elements
in the parameterized physics which may explain this shift. The first results are promising although not
straightforward. The large-scale biases involve all the scales from that of the physical parameterizations to
that of the energy contrasts that drive the monsoon circulation, from the equatorial ocean to the Sahara.
This methodology will hopefully allow for a disentanglement of the various contributions and help make
progress in climate modeling of the monsoon system over West Africa.
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