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ABSTRACT

The “thermal plume model,” a mass-flux scheme combined with a classical diffusive approach, originally
developed to represent turbulent transport in the dry convective boundary layer, is extended here to the
representation of cloud processes. The modified parameterization is validated in a 1D configuration against
results of large eddy simulations (LES), as well as in a 3D configuration against in situ measurements, for
a series of cases of dry and cloudy convective boundary layers. Accounting for coherent structures of the
mixed layer with the mass-flux scheme improves the representation of the diurnal cycle of the boundary
layer, particularly its progressive deepening during the day and the associated near-surface drying. Results
also underline the role of the prescription of the mixing of air between the plume and its environment, and

of submean-plume fluctuations.

1. Introduction

Most diurnal cycles of cloud systems like dispersion
of early fog, occurrence of cumuli after a sunny morn-
ing, or stormy weather at the end of the day are not well
represented in general circulation models (GCMs). It is
a concern for climate modeling because of the key role
of clouds in the radiative and water budgets. Most
GCMs underestimate middle and low clouds from shal-
low convection (Zhang et al. 2005), while the radiative
feedback associated with low-level clouds is a major
source of uncertainty for current climate change pre-
dictions with GCMs (Bony et al. 2006). The diurnal
phasing of deep convection is also a challenge, the peak
of deep convection being generally simulated too early
in the day (Guichard et al. 2004). A better representa-
tion of transport processes in the convective boundary
layer (CBL) is probably one of the key issues to im-
prove the representation of those various aspects in
GCMs.

In the CBL, turbulence occurs at various scales.
Small-scale turbulence dominates in the unstable sur-
face layer, while thermal plumes or cells with an exten-
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sion comparable to the height of the boundary layer
play a key role in the mixed layer. Those coherent
structures transport heat upward from the surface
layer, even though the upper part of the CBL is gener-
ally stably stratified. Velocities of several meters per
second encountered here and upgradient turbulent
fluxes cannot be represented by a traditional diffusivity
model, which assumes that turbulence occurs at smaller
scales than that of the vertical variations of mean vari-
ables. Deardorff (1972) proposed to solve the problem
of the representation of upgradient fluxes by introduc-
ing a countergradient term. This approach was refined
later by Troen and Mahrt (1986) and Holtslag and Bo-
ville (1993). Stull (1984) proposed to cut radically with
the diffusive approach by introducing a transilient ma-
trix, which represents exchanges between all the layers
of the CBL. A parameterization was derived in this
framework by Pleim and Chang (1992) and Alapaty et
al. (1997). The mass-flux concept (Arakawa and Schu-
bert 1974; Yanai et al. 1973), in which the atmospheric
column is divided into at least two subcolumns of either
rising or subsiding air, is also the basis of various pa-
rameterizations. For the CBL, this framework has been
applied in the past essentially in the form of bulk mod-
els in which it is assumed that, in the CBL, the con-
served quantities are prescribed a priori, as constants
(Betts 1973; Lilly 1968; Randall et al. 1992), or as linear
functions of height (Albrecht 1979; Wang and Albrecht
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1990). In those approaches, the closure specification is
used to compute an entrainment flux at the top of the
CBL. Bulk mass-flux models were generally derived to
analyze the physics of the CBL, but some were also
used as actual parameterizations for circulation models
(Suarez et al. 1983). Mass-flux parameterizations were
also developed for the representation of cumulus con-
vection (Tiedtke 1989; Emanuel 1993) but little effort
has been made so far to unify boundary layer and cu-
mulus mass-flux schemes.

The scheme developed here attempts to represent
the processes in the whole CBL, by considering thermal
plumes from the surface to the top of the cloud layer
and turbulent eddies in the surface layer. For this, we
combine a mass-flux closure with a turbulent diffusive
one. Such an approach was first proposed by Chatfield
and Brost (1987), whose scheme was never tested in
GCMs. On similar ideas, Lappen and Randall
(2001a,b,c) proposed to combine the turbulent kinetic
energy equation with a mass-flux approach to derive
closure relationships for the mass-flux and width of the
thermals. Abdella and McFarlane (1997) used a mass-
flux approach to parameterize third-order moments in
Mellor and Yamada (1974) turbulent equations. On
views more similar to Chatfield and Brost (1987),
Hourdin et al. (2002, hereafter H02) proposed to make
the diffusive scheme of Mellor and Yamada (1974) co-
exist with a mass-flux parameterization inspired by
those developed for deep convection to represent the
convective structures observed in the dry boundary
layer.

In this parameterization, the existence of a thermal
plume originating from the unstable surface layer is
considered, the diffusive scheme being still active in the
surface layer. A similar parameterization has been de-
veloped independently by Siebesma et al. (2007) and
tested in a mesoscale model by Soares et al. (2004).
Main differences between this latter scheme and the
scheme presented in this study concern the geometry of
the thermal and the closure relationship. In Soares et al.
(2004), the area covered by the plume is vertically con-
stant whereas it is predicted according to entrainment
and detrainment in HO2. Concerning the closure rela-
tionship, the scheme presented in Soares et al. (2004)
determines the mass-flux at cloud base as the product
of an estimated core fraction and the vertical velocity,
whereas HO2 use the maximum of convective potential
energy inside the plume to compute the mass flux at the
top of the unstable layer. Initialization of the updraft is
also computed differently. While the properties of the
plume within the surface layer are computed using sur-
face fluxes and kinetic energy in Soares et al. (2004),
they are computed in HO2 from the entrainment of air
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from the surface layer. The entrainment rate is deter-
mined from the buoyancy of air parcels in the (un-
stable) surface layer. This implies that the vertical dis-
cretization should be fine enough to at least crudely
represent this surface layer.

The aim of this paper is to extend the so-called ther-
mal plume model of HO2 to the representation of shal-
low cumulus convection, focusing on the diurnal cycle
over land. For this, we introduce the condensation pro-
cesses and associated energy budget inside the plume,
and the coupling between the thermal plume model and
the statistical cloud scheme of Bony and Emanuel
(2001). The first tests performed with the new scheme
showed that, without lateral entrainment all along the
plume, the additional heating by condensation pro-
duces plumes which penetrate too far in the free tro-
posphere. An additional entrainment of environmental
air all along the plume is introduced to override this
effect. Indeed, tests performed with various assump-
tions point to the key role of lateral entrainment speci-
fication.

Two complementary approaches are used for model
evaluation. In the first one, a single-column version of
the Laboratoire de Météorologie Dynamique GCM
(LMDZ) is evaluated against large eddy simulations
(LES) of a series of cases of dry convection (Ayotte et
al. 1996), and of a case of cumulus convection over land,
the Global Energy and Water Cycle Experiment
(GEWEX) Cloud System Study (GCSS) Atmospheric
Radiation Measurements (ARM) cumulus case (Brown
et al. 2002). An intercomparison of single-column mod-
els on that case (Lenderink et al. 2004) underlines the
role of the coupling between turbulence and convec-
tion. Comparisons with LES allowed us to assess the
validity of the physical concepts at the basis of the ther-
mal plume model and to fix model parameters. The
robustness of the scheme with regard to those param-
eters is evaluated by testing it on another shallow con-
vective case, the oceanic case Barbados Oceanographic
and Meteorological Experiment (BOMEX; Siebesma
et al. 2003). In the second approach, the full 3D GCM
is used with a stretched grid around a ground-based
atmospheric observatory for cloud and aerosol research
located near Paris [Site Instrumental de Recherche en
Télédétection Atmosphérique (SIRTA); Haeffelin et
al. 2005]. Results are compared with observations of
three consecutive days with a well-marked diurnal cycle
and afternoon convective cumulus.

The paper is organized as follows. The parameteriza-
tion of the boundary layer and cloud processes in
LMDZ is presented in section 2. Section 3 presents
results obtained on the dry cases already tested by HO2,
focusing on the introduction of lateral entrainment. In
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section 4, results obtained in the single-column mode
on the GCSS ARM cumulus case are presented. Sec-
tion 5 is devoted to the validation of the scheme in
other conditions (BOMEX case and 3D simulations).
Conclusions are drawn in section 6.

2. Model description

a. The thermal plume model

In the thermal plume model (H02; see also Coin-
dreau et al. 2007), as in Chatfield and Brost (1987) and
Soares et al. (2004), the parameterization of the con-
vective boundary layer combines a classical diffusive
approach with a mass-flux scheme. Each column is di-
vided into a mean ascending thermal plume of mass
flux f = apw, (where p is the air density, a the frac-
tional cover of the plume and w,, the vertical velocity),
and a compensating subsidence in the environment of
mass-flux —f. Hence, the vertical turbulent flux of a
conserved quantity ¢ is written

o B
pw'd’ = —pK, — + f({, — ¥,). 1)

“oz

Subscript u stands for the updraft and e for the envi-
ronment. As in classical mass-flux parameterizations of
deep convection, the assumption is made that environ-
mental values equal to large-scale values (Y, = ).
Computation of K, relies on a prognostic equation for
the turbulent kinetic energy adopting the level 2.5 Ya-
mada (1983) version of the Mellor and Yamada (1974)
scheme.

b. Mass-flux specification

The vertical variation of mass-flux fis computed by
specifying an entrainment rate e inside the plume and a
detrainment d:

I _

Py e—d, 2)

so that the steady-state equation for conserved quantity
Y, in the plume is written

)
% = ey — diys,. 3)
Note that horizontal momentum is also transported by
the plume.

In the present study, the entrainment rate is specified
as the sum of two terms: e(z) = a(z) + Bd(z). The first
one, a(z), is the entrainment rate corresponding to the
air supplied to the basis of the plume (in the unstable
surface layer), and the second one is the lateral entrain-
ment rate along the plume (above the surface layer),

RIO AND HOURDIN

409

which was not accounted for in the original mass-flux
scheme, and which, for the sake of simplicity, is related
to detrainment rate d(z) by a constant factor B (see
section 2e).

A thermal plume is initiated as soon as an unstable
layer is detected near the surface (96,/dz < 0, where 0,
is the virtual potential temperature). The top of the
unstable surface layer is thus defined as the height of
the higher unstable layer above the surface. A vertical
profile of lateral entrainment rate a(z) from the un-
stable surface layer (which may include several model
layers) is then computed. For that, we introduce the
mass-flux ®, which would be obtained at the top of the
unstable surface layer if no other entrainment than a(z)
nor detrainment was accounted for [® = [§ a(z) dz,
where Z is any height above the last unstable layer].
The normalized entrainment rate a* = a/® is speci-
fied as

. 30,
a*(z)=T zmax<—¥,0>, 4)

I" being chosen to satisfy [ a* dz = 1.

The value of @ is the result of the closure relationship
(see below) and @ is also used to nondimensionalize
other mass fluxes: f = f*®, e = e*®, and d = d*P.

c. Vertical velocities

In frictionless and steady-state conditions, the verti-
cal momentum equation in the plume reads
afl/V u 6"14 N 6"
9z = _dwu + agpe—v

v

)

where it is assumed that air is supplied to the thermal
with a zero vertical velocity (w, = 0).

The plume develops until it reaches its level of zero
buoyancy and then overshoots until its kinetic energy
vanishes, defining two heights: the height of zero buoy-
ancy (zmix) and the maximum height reached by the
overshooting plume (Zpax). At Zpiy, Where 0, = 0
without entrainment processes in the CBL, vertical ve-
locity should be maximum, and its square w2, twice
the convective available potential energy.

v

d. The closure equation

In a 2D configuration (roll, see Fig. 1) the horizontal
velocity v at which air is supplied to the basis of the
thermal relates to the corresponding lateral entrain-
ment rate through a(z) = p(z)v(z)/L where L is the
distance separating two cells. The aspect ratio of the
cell ¥ = L/z,. 1s fixed to r = 2 for all simulations
presented here, a typical value from LES (see Moeng
and Sullivan 1994). With the assumption that the maxi-
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FI1G. 1. Physical image sustaining the thermal plume model and corresponding vertical velocity w: diffusive
turbulence in surface layer and coherent structures in mixed layer. Mass-flux f depends on entrainment of air inside
the thermal from the surface layer a, above e, and detrainment from the plume d.

mum vertical velocity in the thermal plume w,,,, is of
the same order of magnitude as the mean horizontal
velocity in the unstable surface layer v, (also a result
from LES),

J“’ (Do(@) d f‘” a**(z)®L
Wmax = va = a* Z v Z Z = N Z’
Y z=0 z=0 P(Z)
(6)
we deduce the closure equation:
P = Wmax (7)
r a*?(z) dz
rzmax - N
=0 P()

Physical concepts beyond those choices are discussed in
details in HO2.

e. From dry to shallow convection

Latent heat release associated with condensation is
accounted for inside the plume. The liquid water po-
tential temperature, defined as the potential tempera-
ture of a parcel from which all liquid water would have
been evaporated,

B L,ﬁ) o
0,=6— T Iy, ()

is a conserved quantity both in saturated and unsatur-
ated conditions (L, is the latent heat of vaporization, C,
the specific heat at constant pressure, and r, the liquid
water mixing ratio). Characteristics of the thermal are
computed by considering as conserved quantities 6, and
the total water mixing ratio r,.

Lateral entrainment above the surface layer and de-
trainment are computed as follows. The assumption is
made that processes observed in the subcloud layer are
the same as those occurring in a dry CBL. Below
clouds, we thus keep for detrainment the definition
proposed by HO2. Below z,.;,,

d [p(z)W(z)\/E]

d(z) = Py )

eraX

where A is a typical length scale. This formulation was
deduced from geometrical considerations and expresses
the fact that the fraction of the thermal eroded by tur-
bulence increases as \/)Tz Above 7., and under cloud
base, the width of the thermal is reduced following a
quadratic decrease so that it should be zero at the top of
the CBL in the absence of clouds:
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Zmax ~ L )2]
Zmax ~ <mix

(10)

)
d(z) = — P [p(z)W(z)a(zmix)(

With those definitions most of the detrainment occurs
above z,.,;, where the stability in the environment in-
creases consistently with commonly admitted ideas
(Raymond and Blyth 1986). However LES results sug-
gest that the area covered by the plume stays close to a
constant value in the subcloud layer. In this case, the
detrainment rate defined in this study between the in-
version and cloud base may be too large. Further stud-
ies may be conducted with LES to better understand
the differences of physical processes occurring in a dry
CBL and in a subcloud layer.

A number of reviews (see Blyth 1993), and studies
(Siebesma and Cuijpers 1995; Siebesma and Holtslag
1996; Zhao and Austin 2005a,b) using LES, or Zhao
and Austin (2003) using episodic mixing and buoyancy-
sorting models (EMBS) have been devoted to the
evaluation of entrainment and detrainment in clouds.
Here, following Tiedtke (1989), we take entrainment
and detrainment rates proportional to the mass flux
inside the cloud:

e*(z) = €f*(z),
d*(z) = 8f*(z).

(11)
(12)

Siebesma and Cuijpers (1995) showed that entrainment
and detrainment rates used in most current parameter-
izations were one order of magnitude smaller than in
LES, and that the detrainment rate was systematically
larger than the entrainment rate leading to a mass flux
decreasing with height inside the cloud. Siebesma and
Holtslag (1996) proposed a range of values for € and &
of e = 1.5-2.5(X 10> m™ ') and & = 2.5-3(x 107°
m~'). Those definitions with similar values were also
retained by Soares et al. (2004).

To be consistent all along the plume, the entrainment
rate in the subcloud layer is taken to be proportional to
the detrainment rate with a ratio B = e/d fixed like
inside the cloud at 0.4. It is considered that, when mix-
ing occurs between the plume and its environment,
both entrainment and detrainment processes are en-
hanced. This assumption may be reconsidered in the
future. For instance, Bretherton and Smolarkiewicz
(1989) show that entrainment generally occurs where
buoyancy increases while it is the opposite for detrain-
ment. Recent studies propose definitions of € depend-
ing on clouds characteristics (Siebesma et al. 2003; Neg-
gers et al. 2002). The parameterization proposed here is
kept as simple as possible to make a first step toward
improvement of representation of those processes in
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GCMs. The scheme for entrainment and detrainment
finally depends on three parameters: A, 3, and 8. Value
of parameter A is chosen to have results consistent with
LES in both dry and cloudy cases; A = 30 m is retained.
The value of § is then fixed to § = 2.10 7> m ™' using the
GCSS ARM cumulus case. The degree of generality of
those values is evaluated with the BOMEX oceanic
case and 3D simulations.

f- The cloud scheme

Following Bony and Emanuel (2001), the in-cloud
water content ry,. is used as a predictor for cloud frac-
tion ¢y, together with large-scale total water content 7
and humidity at saturation rg,. Introducing the prob-
ability distribution function (PDF) P(r,) of the subgrid-
scale total water with

J P(rydr=1, (13)
0
the cloud fraction reads
cr= f P(r) dr, (14)
and the in-cloud condensed water is
f (r - rsat)P(r) dr
Fipe = —2 . (15)

Cr

For the PDF, we use a generalized lognormal bounded
by 0 with a mean 7 and standard deviation ¢. The gen-
eralized lognormal distribution has the specificity to in-
clude lognormal distributions with both positive and
negative skewness. When the ratio o/7 approaches zero,
the distribution tends to a Gaussian. Because the dis-
tribution domain is bounded by 0, when o/7 increases
the distribution displays an increasing positive skew-
ness as observed in convective clouds. Here o is esti-
mated in each grid cell, for which the thermal plume
model predicts a positive liquid water content, from an
inverse procedure, so that the in-cloud water content
predicted by the statistical cloud scheme (r;,.) equals
the condensed water content predicted by the thermal
plume scheme (7, — ry,). The predicted clouds precipi-
tate, and reevaporation in the layers below is also com-
puted (see details in Hourdin et al. 2006). This cloud
scheme was evaluated against cloud resolving models
(CRMs) for the Tropical Ocean Global Atmosphere
Coupled Ocean—-Atmosphere Response Experiment
(TOGA COARE) but was never tested for shallow
convective clouds.
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g The LMDZ general circulation model

Simulations are run using the most recent version
LMDZA4 of the global climate model of the Laboratoire
de Météorologie Dynamique (Hourdin et al. 2006), re-
cently involved in the Intergovernmental Panel on Cli-
mate Change (IPCC) exercise (Dufresne et al. 2005).
Its zooming capability (Z of LMDZ) allows it to focus
the horizontal grid on a chosen region. The physical
package includes the radiation scheme of Fouquart and
Bonnel (1980) for the solar part and of Morcrette et al.
(1986) for the infrared part. The deep convection
scheme is adapted from Emanuel (1993).

The simulations presented hereafter differ by the
boundary layer scheme. In the Mellor and Yamada
(MY) simulations, the boundary layer is parameterized
using a diffusive approach (Yamada 1983). For the two
other simulations, the thermal plume model is used in
combination with the same diffusive scheme. In the
THdry simulations, the original dry version of the ther-
mal plume model is used. The new version described
above is used for the TH simulations. The model is used
in both 1D and 3D configurations.

3. Dry convective cases

The modified parameterization is first tested in dry
conditions, against a series of idealized LESs of water-
and cloud-free convection (Ayotte et al. 1996), already
used to evaluate the original version of the thermal
plume model (HO02). For cloud-free cases, the main dif-
ference between THdry and TH consists in the lateral
entrainment of air into the plume above the surface
layer in TH.

a. The LES cases

The LES code used is fully described by Ayotte et al.
(1996). For each case, the grid consists of 96 X 96 X 96
points with various domain sizes, from 1 to 2 km in the
vertical and from 2 to 5 km in the horizontal. Simula-
tions MY, THdry, and TH are run with the same ver-
tical resolution as for LES, the time step varying from
15 to 100 s depending on the case. The various cases
consider different surface forcing, initial conditions,
and geostrophic wind. They are symbolized with a num-
ber (corresponding to the value of the surface heat
flux), and letters for different initial conditions. For ex-
ample, simulation 24SC is run with a surface heat flux
of 0.24 K m s~ ! and with a strongly capped (SC) initial
potential temperature profile (strong inversion). Cases
with a zero surface heat flux are also available, or with
an initially weak inversion (WC). As for the geo-
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strophic wind, all simulations labeled WC or SC are
constant geostrophic wind cases (u, = 15 ms~! and
v, = 0). Simulation 24F has zero geostrophic wind (free
convection), and simulations 15B and 24B run with
u,=10ms ' and v, = 0.01 X zms "

A passive tracer B is also introduced in the simula-
tions, with B = 13.5 below the inversion, B = 3 above
and a nonzero upward surface flux.

b. Vertical profiles

Results obtained for simulation 24SC are displayed
in Fig. 2 as an example. Figure 2 shows the vertical
profiles of wind, potential temperature, and tracer B
averaged between times #; = f, + 4rand t, = #, + 107.
Here 7 is the large eddy turnover time defined as 7 =
z;,/wy, where z; is the inversion height and w,, the con-
vective velocity scale, which depends on z;, the surface
heat flux, and a coefficient of thermal expansion. As
already mentioned in HO2, THdry improves the results
compared with MY, particularly in the representation
of the inversion. Results obtained with TH are close to
THdry. The upper part of the mixed layer is only
slightly warmer with TH and the inversion is not as well
captured as with THdry.

c. Entrainment at the inversion layer

Following Ayotte et al. (1996), we evaluate the vari-
ous parameterizations comparing, for a scalar ¢ (6 or
B), the quantity

1 r
Al = t-—t f W’l!j, [Zi(to), t] dt7 (16)
f 0 J 1

which represents the averaged flux of s through z,(z,)
between times ¢, and ¢, that is, the entrainment at the
inversion layer. Here A, is computed from the vertical
profiles of ¢ at times ¢, and

1 f H
=1 J 20

where H is any height above CBL top and the final
profile of ¢ [noted here y(z, ;)] the averaged profile
between times ¢, and ¢, [t; = (t; + 1,)/2].

The value of this parameter for 6 and B for all vari-
ous cases is shown in Fig. 3. Simulation MY underesti-
mates the entrainment at the inversion layer for all the
convective cases (i.e., except 00SC and 00WC). Results
obtained with THdry are more consistent with LES.
TH shows a slight overestimation of the transfer across
the inversion layer, particularly for the cases with
strong surface forcing (24SC and 24F).

A =-

[(z, 1) — ¥lz, 19)]dz,  (17)
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FIG. 2. Dry convective case 24SC: wind speed (u and v, ms™ ), 6 (K) and concentration of tracer B are shown
at initial time ¢, (dashed line) and averaged between ¢; and ¢, for the LES and the various parameterizations MY,

THdry, and TH.

Sensitivity tests (not shown) indicate that entrain-
ment at the inversion layer is better represented when
B increases up to 0.6 or 0.8, but the inversion is then too
strong. A further increase of A when B = 0.4 also im-
proves the results. The parameters could be set to im-
prove results in those dry cases, but we conserve 3 =
0.4 and A = 30, which are also valid for the shallow
convective case presented below.

4. The GCSS ARM cumulus case

a. Setup

The present case, built by the GCSS working group,
is based on observations made at the ARM Southern
Great Plains site in Oklahoma on 21 June 1997 and
was also studied within the European Cloud Systems
(EUROCS) project. It is a typical case of development

— LES —— LES
3.0 - —_— MY q 3.0 - —_— MY 1
= THdry = THdry
xTH X xTH
X
 §
2.0 - 2.0
< <
1.0 1.0 -
0.0” R S S ‘ ‘ 00" ‘ A .
[®) [®) Q Q Q Q =] 2] 2] [®)] [®] Q Q Q Q =] ;M 2]
7] 7] @ (72} 3 n 7] 7] [72) 7] n X
g g &€ &8 8 ¢ &~ = & g g g g &8 § & = 8§

FiG. 3. Coefficient A, for § and B obtained with LES, MY, THdry, and TH and displayed for the various dry
convective cases.
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FIG. 4. Temperature (T; K), relative humidity (rh), and water mixing ratio (rt; g kg~') at 20
m above surface: comparison of simulations MY, THdry, and TH with LES results for the

GCSS ARM cumulus case.

of shallow convection over land. An intercomparison of
LES models gave a good agreement with measure-
ments (Brown et al. 2002). In this study we use the
results of the Royal Netherlands Meteorological Office
(KNMI) LES model also used for an intercomparison
study of single-column models (SCMs; Lenderink et al.
2004). It can be seen from that intercomparison that
most SCMs overestimate both cloud liquid water and
cloud cover associated with unrealistic thermodynamic
profiles. The case was developed to study the diurnal
cycle of shallow convection over land and surface fluxes
evolving during the day with low values at sunrise and
sunset and maximal values of 500 W m~? for the latent
heat flux and of 140 W m ™2 for the sensible heat flux
around midday. Those surface latent and sensible heat
fluxes are prescribed. A simple representation of the
large-scale advective tendencies and radiative tenden-
cies is used, their effects being small when compared
with those of the surface forcing. Neither the radiation
scheme nor the deep convection scheme is activated.
The simulations are run with a vertical resolution of 40
layers in the first four kilometers and are running from
0530 to 1945 LT with a 20-s time step.

b. Large-scale meteorological fields

Figure 4 shows the time evolution of temperature,
relative humidity, and water mixing ratio at 20 m above
surface (first model layer). When the diffusive scheme
is used alone (MY), the first model layer stays too cold

and too moist, and relative humidity stays almost con-
stant during the day, while it decreases from 0.8 in the
morning to 0.55 in late afternoon in LES. Activation of
the thermal plume scheme in the morning (as soon as
the surface layer becomes unstable) allows a better
mixing in the boundary layer, explaining the faster dry-
ing after 0700 LT. The dry and new versions of the
thermal plume model (THdry and TH) give results
similar with LES until 1200 LT. In early afternoon,
when cumulus start to grow, the additional latent heat
release in the thermal plume with the TH scheme re-
sults in a deeper boundary layer and hence in an addi-
tional heating and drying near the surface (due to an
enhanced mixing with warm and dry air from the free
troposphere), in better agreement with LES. Stevens
(2007), using LES and a conceptual model for a CBL
developing under the effect of a constant surface buoy-
ancy flux in an atmosphere with constant stratification,
also obtains a faster deepening of a cloudy CBL com-
pared with a dry CBL (linearly in time rather than as a
square root of time), also associated with a drying near
the surface. In Stevens’ (2007) conceptual model, the
rate at which the cloudy layer deepens is controlled by
the evaporative cooling occurring in the inversion layer,
resulting from the detrainment of cloud water at the
top of cumulus clouds. The evolution of the CBL is
illustrated further in Fig. 5, which shows the vertical
profiles of potential temperature and total water at
various times. At 0930 LT, before cloud formation,
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F1G. 5. Vertical profiles of potential temperature (6) and total water mixing ratio (rt) at
0930, 1130, 1530 and 1730 LT: comparison of simulations MY, THdry, and TH with LES

results for the GCSS ARM cumulus case.

THdry and TH give very similar results, and simula-
tion MY is not very different. At 1530 LT the total
water obtained with MY and THdry is overestimated
below 1000 m and underestimated above, as a conse-
quence of an underestimated vertical transport. Results
obtained with TH are more consistent with LES. For
MY and THdry, the difference with LES are larger at
1730 LT.

Figure 6 top shows relative humidity and horizontal
velocity at 1530 LT. MY and THdry are mutually close,
and results obtained with TH are more consistent with
LES concerning relative humidity and wind profile,

which is better captured than for most simulations pre-
sented in Lenderink et al. (2004). Cloud fraction and
in-cloud water content are displayed in Fig. 6 bottom
for LES and simulation TH. For LES both the “cloud
mean” value (average of cells with nonzero liquid wa-
ter) and the “cloud core” value (cells with liquid water,
upward motion, and positive buoyancy) as defined by
Siebesma and Cuijpers (1995) are shown. Simulation
TH gives in-cloud water content quite consistent with
LES core in the lower part of the cloud, but the asso-
ciated cloud fraction is too low. Between 2500 and 3200
m, LES predicts a very small cloud fraction with large

height (m)

TTTT T
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FIG. 6. Vertical profiles of rh and zonal velocity (z; ms™!) at 1530 LT: comparison of
simulations MY, THdry, and TH with LES results for the GCSS ARM cumulus case. Cloud
fraction (cf) and in-cloud water content (rinc; g kg™ ') are also displayed for LES and TH at

1530 LT.
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F1G. 7. Time evolution of maximum cloud cover, cloud-base and cloud-top heights, and
liquid water path: comparison of simulations MY, THdry, and TH with LES results for the

GCSS ARM cumulus case.

in-cloud water while the parameterization does not pre-
dict any clouds above 2500 m.

The time evolution of clouds characteristics are
shown in Fig. 7. For MY and THdry, the maximal cloud
cover (computed as the maximum of cloud fraction
over the vertical at each time step), is overestimated
and clouds do not vanish at the end of day with MY.
With the new version of the thermal plume model
(TH), the value obtained is closer to LES but still too
low, and the peak at the end of the afternoon should
not exist. The onset of cumulus is too late by one hour,
and the disaggregation of clouds occurs a little too
early. This problem will be discussed in the last part of
this section. The new version better represents the in-
crease of the cloud-base height during the day even if
its altitude stays too high by 100 m all day. The com-
putation of the cloud-top height is also improved with
the new version of the scheme although this value stays
a few hundred meters too low. As for liquid water path,
results are consistent with cloud cover, with too-low
values during the day for TH and an increase at about
1700 LT.

¢. Inside clouds

Figure 8 displays the vertical profiles of the entrain-
ment rate in the surface layer and above (e), and of the
detrainment rate (d) at 1530 LT. The detrainment rate
increases with height between the inversion and cloud
base. In the unstable surface layer, entrainment is maxi-
mal in the first layer of the model. Comparison with
LES of the total mass flux inside the cloud at 1530 LT
is also given in Fig. 8. The mass flux fits the LES at the
inversion but then decreases too fast with height. Fig-
ure 9 shows the vertical velocity inside the plume at
1530 LT. The updraft is negatively buoyant in the over-
shooting region just below cloud top. Results are then
expected to be close to the core value in the lower part
of the cloud and close to the cloud value in the upper
part. The thermal plume velocity is in fact close to the
core value in the lower half of the cloud but decelerates
too fast compared with LES in the upper part. This may
suggest that the entrainment rate is too large inside the
cloud, inhibiting buoyancy. We also notice that the lo-
cal minimum of the vertical velocity is located too high.
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Fi1G. 8. Vertical profiles of e (from the surface layer and above) and of d at 1530 LT and
comparison with LES of f for simulation TH of the GCSS ARM cumulus case.
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F1G. 9. Vertical profile of w at 1530 LT for simulation TH:
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by LES (LES data are not available in the subcloud layer).

This joins the fact that the cloud base remains too high
during the day. However the shape of the profiles
seems to paste to LES, vertical velocity decreases at the
base of clouds and then increases until reaching the top.

d. Higher-order moments

Second- and third-order moments of the vertical
wind are compared with LES in Fig. 10. For the thermal
plume, those moments are computed as follows:

0%

V2=~ WP (18)
1-2
y? = 02(1_—0[;‘) (W, = 9. (19)

The second-order moments for the vertical wind given
by LES include both explicit large eddies (resolved
scale) and parameterized subgrid scales, while TH re-
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sults concern the contribution of the thermals only. As
already discussed by H02, the turbulent fluctuations of
w associated with symmetric small-scale turbulence, not
accounted for by the mass-flux scheme, explain the
strong underestimation of w'? when compared with
LES results. On the other hand those fluctuations have
a relatively low contribution to turbulent fluxes domi-
nated by convective structures. The degree of symme-
try of the distribution around the mean value of w can
be estimated by considering the third-order moment of
w. Turbulent diffusion does not contribute to third-
order moments, which explains why the results ob-
tained with the thermal plume model are in better
agreement with LES. For the same reasons as for w'?,
q'* is also strongly underestimated (results not shown).

e. Sensitivity to model parameters

The results are quite sensitive to the parameters that
control detrainment and entrainment rates. Because of
the way detrainment and entrainment are prescribed in
our parameterization, parameter & controls simulta-
neously detrainment and entrainment, but in the cloud
only. At the opposite, a change of 8 (for a given value
of 8) will affect entrainment only, but both below and
within the clouds. Of course, both entrainment and de-
trainment can also be modified indirectly when chang-
ing any parameter through modification of mass flux f.
Figs. 11 and 12 show cloud characteristics and near-
surface relative humidity obtained for different values
of B and 6. A decrease of B, by reducing the rate of
entrained air from the mixed layer in the plume, leads
to a moister and more buoyant plume, increasing the
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FIG. 10. Comparison with LES of the (top) second- (m?s~?) and (bottom) third- (m?s~?)
order moments of the vertical velocity in the thermal plume at (left) 0930 and (right) 1530 LT
for simulation TH of the GCSS ARM cumulus case.
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height) and near-surface rh to model parameter 8. TH, THb0.1, and THb0.7 correspond to
B = 0.4 (nominal value), B = 0.1, and B = 0.7, respectively.

vertical extension of clouds. Indeed, because the plume
is moister, it condenses lower, and because it is more
buoyant, it overshoots higher. At the same time, as less
air is entrained in the plume, the mass flux is smaller,
reducing the drying of surface by the compensating sub-
sidence. Parameter & has an impact on cloud-top height,
illustrating the control of vertical extension of clouds by
the environment (Grandpeix et al. 2004). Variation of
detrainment—and thus entrainment—rates inside
clouds seems to have low feedback on subcloud layer
processes (Fig. 12, bottom), at least for the values of &
tested here. Increasing & also strengthens the increase
of cloud cover observed around 1730 LT. Indeed, a
too-large detrainment rate, by leading to a too-large
total water content in the environment associated with
a too-small liquid water potential temperature (and
thus humidity at saturation), may explain the too-large
cloud fraction given by the scheme at that time.
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Parameters controlling entrainment and detrainment
rates were chosen rather arbitrarily. For example, to
reduce the number of those parameters to a minimum,
we chose a single value of B inside and below the cloud.
With this choice it is not possible to change the entrain-
ment rate inside the clouds without changing also en-
trainment and detrainment rates in the subcloud layer.
Taking B and & as constants over the vertical and in
time is another limitation of the scheme: entrainment
and detrainment rates may depend on clouds and en-
vironmental characteristics, and on turbulence inten-
sity. A lot of studies are focusing on this issue, but
physical basements that sustain them are still often con-
tradictory and further work is needed before testing
more complex formulations in a GCM parameteriza-
tion. Here the most suitable parameters to represent
mean profiles of humidity and temperature are not the
most suitable to represent clouds characteristics. As ra-
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FI1G. 12. Sensitivity of cloud characteristics (cloud cover, cloud-base height, and cloud-top
height) and near-surface rh to model parameter 8. TH, THd0.001, and THd0.003 correspond
to 8 = 0.002 (nominal value), 6§ = 0.001, and 8 = 0.003, respectively.
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height) and near-surface rh to vertical resolution for simulation TH.

diative tendencies are prescribed in that case we chose
to keep the parameters that allow an optimal represen-
tation of the thermodynamic profiles, taking advantage
of the cloud scheme for further improvements.

f- Sensitivity to vertical resolution

A sensitivity experiment is performed with a 19-layer
vertical resolution for the TH case. The thickness of the
layers varies progressively from 20 m near the surface
to 200 m around 4 km in the 40-layer simulation (with
16 layers below 1000 m); and from 23 to 600 m in the
19-layer simulation (with 10 layers below 1000 m). For
the 19-layer case, the model first layer gets too dry
during the day (Fig. 13 bottom). Cloud characteristics
(Fig. 13 top) do not vary significantly with resolution. In
fact, the impact of vertical resolution is small on plume
properties but significant on mean profiles. This is ex-
plained by the scheme used for discretization of the
transport equation. Downward transport in the subsid-
ing environment increases because of a stronger nu-
merical diffusion when a coarser grid is used. This could
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be solved in the future by replacing the first-order up-
stream scheme by a less diffusive one.

g. Adjustment of the cloud scheme

The delay in the clouds onset could be explained by
the fact that only a mean thermal is considered where
several inhomogeneous thermals may exist in reality.
The first clouds probably appear at the top of particu-
larly active and humid thermals. Up to now, the vari-
ance o of the total water PDF was computed so as to
recover the in-cloud water predicted by the mean ther-
mal plume model. To account for thermals variability,
an additional variance o** can be added to o for the
computation of cloud properties (both cloud fraction
and in-cloud liquid water). A test is performed by using
a constant value of 0.05 for the ratio o */7. This value is
estimated from the difference between TH and LES for
the variance of total water. With this modification, the
first clouds appear earlier (by about one hour) in better
agreement with LES (Fig. 14). The cloud cover is also
generally larger and the base lower (both features are

— LES
| xTH
7« THdiff

5 10 15 20
Local Time (hours)

FiG. 14. Influence of submean-plume variability on the cloud scheme for simulation TH:
simulation THdiff is run using 0 + o*? to specify the width of the PDF used in the cloud

scheme.



420 JOURNAL OF THE ATMOSPHERIC SCIENCES VOLUME 65
2500 T I T T I T T 7] 2500 L T | T | T I T I T I T | T | i LES
2000 — 2000 v
S50 4 1500 T 4w
§ 1000 —| 1000 -
500 [~y - 5001 e, —|
I 1 | 1 I 1 | 1 | 1 ] 0- 1 | 1 | 1 I 1 I 1 I 1 I \‘-
898 300 302 304 306 308 310 4 6 8 10 12 14 16 18
theta (K) rt (g/kq)

] BT T T T T T ]— e mean
= ] 2000 _—\X7— . - LES core
i’ - 1500_— _,_; ------------------- - x ™
g -| 1000- -

- 500 —

O 1 T 0 I 1 l 1 I | l 1 ]

0 0.01 002 0.03 004 005 006 0 05 1 15 2 25 3
of rinc (g/kg)
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comparison of simulation TH with LES results for the BOMEX case.

thus improved) while the cloud-top height is almost
unchanged. As radiative tendencies are prescribed, the
evolution and vertical profiles of temperature, water
mixing ratio and relative humidity are almost un-
changed with this adjustment (not shown). However
the increase of cloud cover in late afternoon is even
more pronounced. This may be due to a less active
small-scale turbulence at that time than the one repre-
sented by the constant value chosen for o*/7. Further
developments are foreseen to base the computation of
o* on an estimation of the variance of total water due
to small-scale turbulence. Nevertheless, given the im-
provements obtained, simulations in the last part of this
study are performed with the present adjustment. How-
ever some problems remain in the vertical profile of
cloud fraction, with a maximum value not located at
cloud base but at the %5 of the cloud, and too-low val-
ues. This could be explained by the fact that the cloud
scheme may present some limitations to represent
boundary layer clouds. For example even if the PDF
used is a generalized lognormal, the variance of total
water is much smaller than the total water in the cell, so
that the PDF is close to a Gaussian, making the scheme
unable to represent the positive skewness of the distri-
bution of total water content in boundary layer clouds.

5. Additional validations

As explained above, the model parameters have
been tuned to well reproduce the Ayotte et al. (1996)
and the GCSS ARM cumulus cases. It is thus important
to check how the scheme behaves under different con-
ditions. For that, we present two cases. One is per-
formed with the same 1D version of the GCM on a case
of oceanic cumulus with no diurnal cycle (the BOMEX

case), and the second one corresponds to a different
case of continental diurnal cycle simulated with the full
3D GCM and compared with in situ observations.

a. The oceanic case BOMEX

BOMEX is a quasi-steady-state case of trade wind
cumulus, built from observations made during an un-
disturbed period of the Barbados Oceanographic and
Meteorological Experiment (Siebesma et al. 2003). Ini-
tializations are made using observations averaged over
2 days.

Simulations run over 6 h with a time step of 300 s and
a vertical resolution of 19 layers in the first 3 km. Figure
15 (top) displays comparison with LES of averaged val-
ues of potential temperature (K) and vapor mixing ra-
tio (g kg ') for simulations MY, THdry, and TH. Fig-
ure 15 (bottom) compares LES “cloud mean” and
“cloud core” values of cloud fraction and in-cloud wa-
ter content (g kg~') with TH results. Similar conclu-
sions as for the GCSS ARM cumulus case can be
drawn: the thermal plume model adapted for shallow
convection (TH) improves the thermodynamic profiles
by drying and heating the lower part of the boundary
layer and moistening and cooling the upper part com-
pared with other schemes. However the lower part of
the CBL is somewhat too dry and hot compared with
LES. Again, cloud fraction is too low compared with
LES, particularly at cloud base, where maximum of
cloud cover is not obtained with TH, while the in-cloud
water content is consistent with LES.

b. Validation in a 3D configuration

SIRTA is a ground-based atmospheric observatory
for cloud and aerosol research located near Paris (48°N,
2°E). Remote sensing instruments such as lidars, ra-
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F1G. 16. Comparison of 7 and rh between the SIRTA observations (at 17 m) and results of
simulations MY, THdry, and TH (first layer) averaged over 26, 27, and 28 May 2003.

dars, and radiometers routinely observe atmospheric
boundary layer processes like cloud formation, precipi-
tation, or microphysics (Haeffelin et al. 2005). The dry
version of the thermal plume model has already been
evaluated during the 1-month Water Vapour Profiling
Inter-Comparison (VAPIC) campaign (Coindreau et
al. 2007), but this period is not well adapted for the
study of shallow convection. Here we retain three days
in May 2003 corresponding to typical summer condi-
tions with the development of small cumuli after a
sunny morning.

The 3D simulations are performed with a global
stretched grid of 48 points in longitude and 32 in lati-
tude. The horizontal resolution reaches 120 km near
Paris, where SIRTA is located. The time steps for the
3D dynamics and for the parameterized physics are of
one and three minutes, respectively, and simulations
are run with a vertical resolution of 40 layers for the
entire atmosphere, which corresponds to about 15 lay-
ers in the first 2 km.

Following Coindreau et al. (2007), temperature, rela-
tive humidity, and wind are relaxed toward analysis
fields from European Centre for Medium-Range
Weather Forecasts (ECMWF) with a time constant of
30 min outside the zoom and 10 days inside (nudging).
Smaller time constants are used for the relative humid-
ity (5 h outside and 3 h inside). Thermal conduction in
the ground is computed with an 11-layer model. The
thermal inertia of the soil is set to 2000 USI. The evapo-
ration is computed as £ = bE,, where the potential
evaporation E,,, is that of a free surface of water in the
same conditions and b is a parameter fixed to 0.0133, so
as to fit the mean trend of mean surface humidity ob-
served during that period. Simulations are run with the
standard version of LMDZ from 1 to 19 May 2003.
Simulations are then restarted on 20 May 2003 for the

different versions. We consider 26, 27, and 28 May 2003
for comparison with SIRTA observations.

Figure 16 shows the diurnal evolution of temperature
and relative humidity averaged over the three days
studied at 17 m for SIRTA observations and in the first
model layer for simulations. Use of the TH scheme
significantly improves the representation of the faster
heating and drying of the first layer from 0900 LT when
cumulus start to develop, as already seen in the GCSS
ARM case. On the other hand, at night, neither THdry
nor TH affects much the characteristics of the boundary
layer. THdry predicts a cloud base close to that derived
from lidar measurements (Fig. 17), but the cloud-top
height remains too low. TH improves the representa-
tion of the cloud-top height while the cloud base is too
high. In both cases, results are improved in comparison
with MY. Figure 17 also shows the cloud radiative forc-
ing (CREF, total minus clear-sky radiative flux at sur-
face). The clear-sky shortwave radiation is not available
from the observations, so the clear-sky radiative forcing
computed by the model is also used to determine the
observed radiative forcing. The radiative forcing for
MY and THdry is too high, and too low but closer to
observations for TH.

6. Conclusions

The dry thermal plume model of HO2 has been ex-
tended to the representation of cumulus clouds. Both
small-scale turbulent flow in the surface layer and or-
ganized flow structures in the mixed layer are accounted
for combining a diffusive approach and a mass-flux pa-
rameterization. After a series of validation tests summa-
rized in this article, following conclusions can be drawn:

1) As that of Soares et al. (2004), this study confirms
the importance of accounting for coherent struc-
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tures for simulation of the diurnal cycle of clear-sky
and cumulus-topped convective boundary layer.
The series of idealized tests proposed by Ayotte et
al. (1996) in various conditions of surface fluxes, ver-
tical temperature profiles, and wind stresses pro-
vides a good benchmark for testing boundary layer
parameterizations. The improvements observed on
those cases when the thermal plume model was
added to the Mellor and Yamada diffusive scheme is
confirmed here when looking at the diurnal cycle. In
particular, the drying of the surface layer associated
with the deepening of the boundary layer in the
morning is better captured in the GCSS ARM case.
Accounting for additional latent heat in the clouds
deepens the boundary layer, resulting in a drier
near-surface atmosphere in the afternoon, in better
agreement with observations [both for the GCSS
ARM (Fig. 4) and SIRTA (Fig. 16) cases].

The thermal plume model, which specifically ac-
counts for the large-scale part of turbulent transport
in the mixed layer (hence strongly underestimating
variances), predicts well third-order moments of the
distribution of w’. This quantity may be used for
coupling with deep convection modeling.

The thermal plume model also improves the repre-
sentation of boundary layer wind profiles.

2)

3)

4)

5)

In parallel to those improvements, this study has also
identified a number of areas where further research
could improve the physical basis of our model. One of

them concerns the prescription of entrainment and de-
trainment rates. As in many other parameterizations,
they are prescribed rather arbitrarily. Here we follow
Tiedtke (1989), Siebesma and Holtslag (1996), and
Soares et al. (2004) to define the entrainment and de-
trainment rates inside the clouds and results are im-
proved both for the cloud cover and cloud radiative
forcing, a very important quantity in the frame of cli-
mate applications and climate change simulations. In-
fluence of small-scale turbulence on total water vari-
ability in the CBL is also an important issue. The ther-
mal plume model is based on an idealization of a single
mean thermal plume, and accounting for “submean-
plume” variability may help to predict the time evolu-
tion of cloud cover and vertical extension. As a first
step, accounting for an additional variance in the pre-
diction of the total water PDF, used to predict clouds,
makes the clouds appear earlier (one hour for the
GCSS ARM case), in better agreement with observa-
tions. This additional variance may of course depend on
other conditions, being larger for instance in the very
active phase of the growing morning convective bound-
ary layer than in late afternoon. This submean-plume
variance could be estimated from the turbulent kinetic
energy computed by the MY scheme by adding its ver-
tical transport through the thermal updraft. Also, the
turbulent energy would possibly in turn be used to pre-
dict entrainment and detrainment. Finally further de-
velopment of the Bony and Emanuel (2001) cloud
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scheme may be conducted to evaluate its ability of rep-
resenting shallow clouds.

Notwithstanding some previously listed shortcom-
ings, we find that taking into account thermal plumes
associated with shallow cumulus significantly improves
the representation of the boundary layer in convective
conditions.

The next step is to focus on the diurnal cycle of deep
convection in LMDZ. As in many other GCMs, deep
convection is in phase with solar activity, starting about
two hours too early and vanishing at sunset, instead of
being maintained during the night. First tests suggest
that the thermal plume model, which better represents
in the morning the progressive deepening and moisten-
ing of the top of the boundary layer, might postpone the
onset of deep convection when coupling with the
Emanuel (1991) scheme.
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APPENDIX

The Discrete Formulation of the New Thermal
Plume Model

The different steps presented in Coindreau et al.
(2007) are unchanged, but the equations are modified
to take into account the condensation process and the
effects of entrainment and detrainment along the
plume.

1) Computation of discrete entrainment and detrain-
ment rates integrated over the thickness Az, (E} =
efAz,, AF = afAz,, D¥ = dfAz,) of layer k:

Af =\ 7 A0,

where c is chosen to have 2 A} = 1,

(A1)
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2)

3)
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1
Di = I’Z—(I) (Pk+1/2Wk+1/z V AZii1p
1+ 0
= Pr—12Wk-12V )\Zkﬂ/z) (A2)
below cloud base, and
D} = 8fFAz, (A3)

inside the cloud. Here z, and @ are respectively the
thermal plume height and the variable ® computed
at the previous time step.

Entrainment is then computed as

E} = BDj + A% (A4)

Determination of virtual potential temperature @Uk
and vertical velocity w, inside the plume at each
level. Liquid water potential temperature and total
water mixing ratio at each level are first computed:

k=1
E0,
él k=t (A5)
Fi1p + Dff
and
k=1
> Ejr,
k=1
R (A6)
F1+1/2 + D;k
with
k=1
Ffoap= 2, (Ef — D). (A7)
k=1

The liquid water mixing ratio is determined by r, =
max(r, — Fg,, 0), where an iterative procedure on
temperature is used to solve the Clausius—Clapeyron
equation to take into account the variation of rg,,
with temperature.

The virtual potential temperature is computed as

0, = 0,1+ 0.61r, —r,). (A8)

The equation determining the vertical velocity is
modified by introducing the effect of detrainment of
air in layer &:

Lo 1 <M v )2
2 1+172 2 F7<+1/2 1—172
él -6
+g 9, (Ziv12 = 21—10)- (A9)

As for the closure relation, only the entrainment
from the unstable layers must be considered—as in
Coindreau et al. (2007)—and
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w

max

e = Y (A10)
’”Zmax; prAzy
with
lentr
Wonae = Dy Afy. (Al11)
k=1

4) Computation of the entrainment and detrainment
rates, A, = PA¥, E, = ®EF, D, = ®D}, and of the
final mass flux, F, .1, = ®F¥ 1.
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