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[1] We provide a description and evaluation of LMDz-INCA, which couples the
Laboratoire de Météorologie Dynamique general circulation model (LMDz) and the
Interaction with Chemistry and Aerosols (INCA) model. In this first version of the model
a CH4�NOx�CO�O3 chemical scheme representative of the background chemistry of the
troposphere is considered. We derive rapid interhemispheric exchange times of 1.13–
1.38 years and 0.70–0.82 years, based on surface and pressure-weighted mixing ratios of
inert tracers, respectively. The general patterns of the nitrogen deposition are correctly
reproduced by the model. However, scavenging processes remain a major source of
uncertainty in current models, with convective precipitation playing a key role in the
global distribution of soluble species. The global and annual mean methane (7.9 years)
and methylchloroform (4.6 years) chemical lifetimes suggest that OH is too high by about
19–25% in the model. This disagreement with previous estimates is attributed to the
missing nonmethane hydrocarbons in this version of the model. The model simulates quite
satisfactorily the distribution and seasonal cycle of CO at most stations. At several tropical
sites and in the Northern Hemisphere during summer, the OH overestimate leads,
however, to a too intense CO chemical destruction. LMDz-INCA reproduces fairly well
the distribution of ozone throughout most of the troposphere. A main disagreement
appears in the Northern Hemisphere upper troposphere during summer, due to a too high
tropopause in the GCM. When the GCM winds are relaxed toward assimilated
meteorology, a much higher variability is obtained for ozone in the upper troposphere,
reflecting more frequent stratospheric intrusions. The stratospheric influx of ozone
increases from 523 Tg/yr in the base case simulation to 783 Tg/yr in the nudged
version. INDEX TERMS: 0322 Atmospheric Composition and Structure: Constituent sources and sinks;

0365 Atmospheric Composition and Structure: Troposphere—composition and chemistry; 0368 Atmospheric

Composition and Structure: Troposphere—constituent transport and chemistry; KEYWORDS: global modeling,

tropospheric ozone budget, climate-chemistry interactions
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1. Introduction

[2] On the basis of the most recent estimates, the radiative
forcing of climate associated with increasing greenhouse

gas concentration in the atmosphere since preindustrial
times totals 2.78 W/m2 on a global and annual mean basis
[Ramaswamy et al., 2001]. About half of this forcing is
associated with carbon dioxide (CO2) concentration in-
crease. The other half of the radiative forcing is attributed
to methane (CH4), nitrous oxide (N2O), halocarbons
((H)CFCs), and tropospheric ozone (O3) increase due to
anthropogenic activities and directly involves atmospheric
chemistry through the destruction or production of these
radiatively active species. The recent simulations performed
with global climate models clearly indicate that all anthro-
pogenic forcings, including well-mixed greenhouse gases,
tropospheric ozone, stratospheric ozone, direct and indirect
aerosol forcings, have to be accounted for in order to
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reconstruct the observed global temperature change since
the nineteenth century [Tett et al., 2002; Hansen et al.,
2002].
[3] Ozone absorbs both shortwave and longwave radia-

tion and contributes directly to the radiative budget of the
atmosphere [Lacis et al., 1990; Hauglustaine et al., 1994].
Recent work estimates a direct contribution of tropospheric
O3 to the anthropogenic radiative forcing of 0.35 W/m2, or
18% to the aforementioned total greenhouse forcing since
preindustrial times [Ramaswamy et al., 2001]. In addition to
that, as a primary source of the main oxidizing radicals (OH,
O(1D)), ozone plays a key role in atmospheric chemistry by
controlling the residence time in the atmosphere of the main
greenhouse gases such as CH4, N2O, and HCFCs, and
hence providing indirect radiative forcings of climate
[Prather et al., 2001; Ramaswamy et al., 2001]. Ozone is
produced in the troposphere during the oxidation of CH4,
carbon monoxide (CO) and nonmethane hydrocarbons
(NMHCs) in the presence of nitrogen oxides (NOx = NO +
NO2) and sunlight. These ozone precursors (CO, NOx,
NMHCs) which have small direct radiative forcings [Sinha
and Toumi, 1996; Highwood et al., 1999; Solomon et al.,
1999] are therefore viewed as indirect climate gases through
ozone formation in the troposphere and impact on OH
[Fuglestvedt et al., 1999].
[4] Because of limited available observations, estimates

of tropospheric ozone distribution, budget, time evolution,
and associated radiative forcing of climate have often relied
on global three-dimensional (3-D) Chemical-Transport
Models (CTMs) [e.g., Müller and Brasseur, 1995; Berntsen
et al., 2000; Lelieveld and Dentener, 2000; Wang and
Jacob, 1998; Hauglustaine and Brasseur, 2001]. These
CTMs are driven by meteorology provided either by their
parent General Circulation Model (GCM) [e.g., Brasseur et
al., 1998a; Wang et al., 1998] or issued from assimilated
meteorological fields [e.g., Berntsen and Isaksen, 1997;
Lawrence et al., 1999; Law et al., 1998; Bey et al., 2001;
Horowitz et al., 2003]. Several studies have suggested the
significant role played by climate changes (i.e., temperature,
winds, water vapor) on tropospheric ozone and radicals and
on their time evolution [Brasseur et al., 1998b; Stevenson et
al., 2000; Johnson et al., 2001; Zeng and Pyle, 2003], and
also the importance of interannual variability of atmospheric
dynamics and in particular of its internal oscillation modes
(NAO, ENSO) on the distribution of pollutants and their
export out of source regions [Chandra et al., 1998; Li et al.,
2002]. These studies clearly emphasize the strong coupling
existing between atmospheric composition and climate-
dynamical processes.
[5] In order to further investigate the coupling between

climate and chemistry, to account for atmospheric compo-
sition changes in GCMs, and conversely to account for the
impact of climate and dynamical changes on atmospheric
composition, atmospheric chemistry has been introduced
on-line in GCMs. This effort has been initiated for the
stratosphere and the study of polar ozone chemistry, which
provides a prominent example of chemistry-climate cou-
pling [Austin et al., 2001; Rasch et al., 1995; Shindell et al.,
1998; Dameris et al., 1998; Nagashima et al., 2002].
Recently, this on-line coupling between climate models
and chemistry has been extended to the troposphere. The
first simulations were limited to a few year duration with no

feedback of tropospheric composition on climate [Roelofs
and Lelieveld, 1995]. However, more recent work has
reported multidecadal simulations with interactively calcu-
lated ozone fields used in the GCM radiation code [Mickley
et al., 1999; Shindell et al., 2001]. A similar approach has
also been adopted to calculate interactively sulfate and other
aerosols in GCMs [Feichter et al., 1996; Roelofs et al.,
1998; Koch et al., 1999; Rasch et al., 2000; Boucher and
Pham, 2002].
[6] In order to investigate the impact of atmospheric

composition changes due to anthropogenic activities on
climate and how climate changes can in turn dampen or
amplify the chemical perturbations, we have developed the
need in our institute for a coupled climate-chemistry model.
This modeling system should account for long-lived green-
house gases, tropospheric and stratospheric ozone chemis-
try, and the different types of aerosol on-line in a coupled
atmosphere-ocean-biosphere GCM. An additional prerequi-
site was the option to drive the model with assimilated
meteorological fields in order to allow the evaluation of
calculated composition and aerosols fields against observa-
tions for a specific period of time, as well as for interpre-
tation or support for large-field campaigns or satellite data.
[7] In this study, we present this new climate-chemistry

model. The development of this model involved the Labo-
ratoire de Météorologie Dynamique GCM (LMDz) adapted
for the transport of species by Hourdin and Armengaud
[1999], and the newly developed chemistry and aerosol
model Interaction with Chemistry and Aerosols (INCA).
[8] For this first version of the model, we focus our

attention on the CH4�NOx�CO�O3 photochemistry in
the troposphere. No interactive coupling between chemistry
and climate are currently considered. This paper provides a
description and a general evaluation of the model. It is
intended to provide a reference for the simulation of
transport and mixing in the LMDz GCM and the back-
ground for other ongoing studies involving more elaborated
versions of INCA including NMHCs, aerosols, and strato-
spheric chemistry.

2. Model Description

2.1. LMDz General Circulation Model

2.1.1. Model Framework
[9] LMDz is a grid point global climate model initially

described by Sadourny and Laval [1984] and evaluated, for
instance, by Le Treut and Li [1991] and Harzallah and
Sadourny [1995]. The model has been used for a large
number of sensitivity experiments including changes in
solar insolation [Nesmes-Ribes et al., 1993], CO2 doubling
[Le Treut et al., 1994], ozone perturbation [Chalita et al.,
1996], and sulfate aerosol forcing [Le Treut et al., 1998].
The GCM constitutes the atmospheric component of the
IPSL Earth system model recently used for long-term
integrations by Dufresne et al. [2002] and Friedlingstein
et al. [2001].
[10] The dynamical part of the code is based on a finite-

difference formulation of the primitive equations. The
equations are discretized on a staggered latitude-longitude
Arakawa C-grid. The dynamical code has been widely used
not only for the Earth atmosphere but also for the numerical
simulation of the general circulation of other planetary
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atmospheres [Hourdin et al., 1993]. The radiative calcula-
tion is based on the European Centre for Medium-Range
Weather Forecasts (ECMWF): a refined version of the
scheme developed by Fouquart and Bonnel [1980] in
the solar part of the spectrum and by Morcrette [1991] in
the thermal infrared. In this version of the GCM, the surface
conditions over land are treated using a simple bucket
parameterization for soil moisture. The monthly mean sea-
surface temperatures and sea-ice coverage are prescribed
according to the GISST data described by Rayner et al.
[1996].
[11] A major improvement of the LMDz GCM is its

newly implemented capability to simulate the on-line atmo-
spheric transport of species. The large-scale advection of all
tracers (including vapor and liquid water) is calculated on
the basis of the finite-volume second-order scheme pro-
posed by Van Leer [1977] as described by Hourdin and
Armengaud [1999]. Deep convection is parameterized
according to the scheme of Tiedtke [1989] and the turbulent
mixing in the planetary boundary layer is based on a local
second-order closure formalism. The model has been used
recently by Boucher et al. [2002] and Boucher and Pham
[2002] for simulation of the sulfur cycle. The model has
also been used for the transport of inert tracers by Hourdin
and Issartel [2000] with winds and temperature relaxed
toward ECMWF reanalysis (nudging). The relaxation of the
GCM winds toward ECMWF meteorology is performed by
applying a correction term to the GCM winds according to

@X

@t
¼ G X8 � X

� �
; ð1Þ

where X is the model nudged variable (u and v), X8 the
ECMWF reanalysis, and G the relaxation coefficient fixed
to 6.67 � 10�3 s�1 (corresponding to a relaxation time of
2.5 h) for both variables and over the whole model domain.
The ECMWF fields are provided every 6 hours and
interpolated onto the LMDz grid. In this study, we present

the results obtained with the climatological version of
LMDz. However, in order to illustrate the impact of
different wind fields on the distribution of species, the
simulated ozone profiles from the climatological and
nudged versions of the GCM will be compared.
[12] The LMDz version (referred to as 3.3) implemented

in this study has an horizontal resolution of 3.8 degrees in
longitude and 2.5 degrees in latitude (96 � 72). On the
vertical, the model uses s-p coordinates with 19 levels
extending from the surface up to about 3 hPa (Figure 1).
This corresponds to a vertical resolution of about 300–
500 m in the planetary boundary layer (first level at 70 m
height) and to a resolution of about 2 km at the tropopause
(with 7–9 levels located in the stratosphere). The primitive
equations in the GCM are solved with a 3 min time step,
large-scale transport of species is performed every 15 min,
and physical processes (including unresolved subgrid-scale
mixing) are calculated with a time step of 30 min.
2.1.2. Transport Processes
[13] In this section, and before any chemical application

is undertaken with this newly developed model, we use
several tracers to evaluate the model horizontal and vertical
transports. Different tracers are used in order to allow
comparison with previous modeling work and intercompar-
ison exercises. In particular, we use fossil fuel CO2, SF6,
CFC11 and 85Kr, all of them having primarily Northern
Hemisphere sources and a long residence time, to test
horizontal and interhemispheric transport. In addition to
that, 222Rn is used to test the vertical transport and the
convection in the model. As done for the other tracers and
for water vapor, these tracers are introduced on-line in
LMDz-INCA.
2.1.2.1. CO2

[14] Rayner and Law [1995] have summarized the results
of the first TRANSCOM intercomparison exercise aiming at
evaluating the large-scale and subgrid-scale transports of
12 global models in the case of CO2 like tracers. In our
study, we focus on the fossil fuel CO2 experiment. The
fossil fuel emissions for CO2 are taken from the EDGAR
v3.2 emission database [Olivier and Berdowski, 2001].
These emissions are representative of the year 1995 and
total 6.4 PgC/yr. These emissions are spatially distributed in
the model according to EDGAR with no seasonality. As for
the other tracers included in the model, LMDz-INCA has
been run for a total of 25 years with constant emissions and
the last year of integration is used for this evaluation.
Figure 2 shows the zonal and annual mean CO2 surface
mixing ratio calculated with LMDz-INCA together with the
envelope provided by the 12 models from TRANSCOM. As
in the study by Rayner and Law [1995], the results are
normalized to correct from drift in the global mean caused
by slight differences in the experimental set-up and remove
the effect of the initial conditions. It was chosen to
normalize the mixing ratio by the global mean and pres-
sure-weighted mixing ratio for January. In the Southern
Hemisphere, LMDz-INCA provides a gradient similar to the
other models. In the Northern Hemisphere, LMDz-INCA
generally gives mixing ratios at the lower range of the
TRANSCOM results, indicating a smaller interhemispheric
gradient and a more efficient atmospheric transport. The
interhemispheric difference calculated at the surface with
LMDz-INCA is 2.9 ppmv. This value can be compared with

Figure 1. Vertical levels in LMDz-INCA.
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the 2.35–4.72 ppmv range provided by TRANSCOM. On
the basis of the model results Rayner and Law [1995] have
calculated, the interhemispheric exchange time as a measure
of large-scale transport. The exchange time is defined as the
difference between the meanmixing ratio in the Northern and
Southern Hemisphere boxes divided by half the difference in
source strength between them. On the basis of the surface
mean mixing ratio, the calculated exchange time from
TRANSCOM lies in the range 1.06–2.14 years. With
LMDz-INCA, we derive an exchange time of 1.128 years.
This number shows a small interannual variability, ranging
from 1.106 to 1.145 years over the last 5 years of the
simulation. Two experiments have been performed to inves-
tigate the sensitivity of the interhemispheric exchange time to
subgrid-scale mixing.When convective mixing is suppressed
the exchange time increases to a value of 1.256 years, a 11%
increase. In this case, the zonal mean mixing ratio increases
slightly in source regions (Figure 2). When boundary layer
mixing is suppressed, the exchange time increases by more
than a factor of 2 to a value of 2.370 years. The zonal mean
mixing ratio increases from 4 ppmv in the reference case to
more than 10 ppmv in source regions. This extreme exper-
iment emphasizes the major role played by boundary layer
mixing on the export of pollutants from midlatitude regions.
It also suggests that a large fraction of the spread reported in
the TRANSCOM results is associated with the parameteri-
zation of mixing in the global models.
2.1.2.2. SF6

[15] Sulfur hexafluoride (SF6) is a very long-lived tracer
(residence time of 3200 years [Prather et al., 2001]) used in
electrical equipment and industry. Since its emissions are
purely anthropogenic and mostly located in the Northern
Hemisphere, SF6 has been used for evaluating large-scale
transport in global models [Maiss et al., 1996; Levin and
Hesshaimer, 1996; Denning et al., 1999; Kjellström et al.,
2000] or derive the age-of-air in the stratosphere [Waugh et
al., 1997]. In LMDz-INCA, the SF6 emissions are geo-
graphically distributed on the basis of the electrical power
usage, and the global mean emission rate is scaled to
the 1993 value of 5.686 Gg/yr provided by Levin and
Hesshaimer [1996]. Additional information is provided
in the online auxiliary material1. The interhemispheric
exchange time (calculated as in the case of CO2 as the
difference between the mean mixing ratio in the Northern
and Southern Hemisphere boxes divided by half the differ-
ence in source strength between them) is 1.19 years based
on surface mixing ratios. This value is 20–30% lower than
the 1.5–1.7 year range provided by Levin and Hesshaimer
[1996] and confirms the efficient transport in LMDz. On the
basis of pressure-weighted hemispheric mean mixing ratios
the exchange time decreases to 0.74 years, a value also 18%
shorter than the 0.9 years calculated by Kjellström et al.
[2000].
2.1.2.3. Krypton 85
[16] This radioisotope is emitted into the atmosphere by

nuclear reprocessing plants. Since all known sources are
located in the Northern Hemisphere between 33� and 56�,
this tracer (mean radioactive lifetime of 15.6 years) has also
been used to estimate the interhemispheric transport in the

atmosphere and the corresponding exchange time [Weiss et
al., 1983; Jacob et al., 1987; Levin and Hesshaimer, 1996;
Rind and Lerner, 1996]. In LMDz-INCA, we distribute the 9
individual emitting plants with the magnitude estimated by
Levin and Hesshaimer [1996] for the year 1982, with a total
emission of 6757 kCi/yr. Figure 3 shows the calculated
meridional distribution of 85Kr and compares to the measure-
ments reported by Jacob et al. [1987] for March and October
conditions. As in the study by Jacob et al. [1987], the model
results are shown for two longitude bands in order to bracket
the measurements (i.e., 30W and 7.5W) and are normalized
as described in the case of SF6. In March, the interhemi-
spheric difference and latitudinal gradient in the tropics are
reasonably well simulated by the model. In October, the steep
tropical gradient appears shifted by 10–15 degrees in the
model, suggesting a reduced seasonal cycle in the Intertrop-
ical Convergence Zone (ITCZ) location in the GCM. The
high concentrations measured in October 1983 at 50N are not
reproduced in this climatological simulation. On the basis of
these calculations we derive an interhemispheric exchange
time of 1.38 years based on surface concentrations and
corrected from the radioactive lifetime as described by Jacob
et al. [1987] and Levin and Hesshaimer [1996]. On the basis
of the pressure-weighted mixing ratio, we calculate an
exchange time of 0.82 years. This value is 25% shorter than
the 1.1 years derived by Jacob et al. [1987] and Müller
and Brasseur [1995], confirming an efficient large-scale
transport and mixing in the GCM.
2.1.2.4. CCl3F
[17] CCl3F (CFC-11) has also been used in several GCMs

and CTMs to evaluate the transport processes [Prather et
al., 1987; Hartley et al., 1994; Rind and Lerner, 1996;
Mahowald et al., 1997a]. The CFC-11 emissions in LMDz-
INCA are distributed according to the EDGAR v2.0 data-
base without seasonal cycle and with a global and annual
mean emission of 0.358 Tg/yr representative of 1986.
Additional information is provided in the online auxiliary
material. On the basis of calculated CCl3F distributions, we
derive in LMDz-INCA an interhemispheric exchange time
of 1.16 years based on surface mixing ratios. On the basis of
pressure-weighted hemispheric mean mixing ratios we de-
rive an interhemispheric exchange time of 0.70 years, a
value to be compared to 0.74 years and 0.58–0.75 years

Figure 2. Zonal and annual mean normalized CO2 surface
mixing ratio (ppmv) calculated in LMDz-INCA (solid line)
and envelope of TRANSCOM1 model results (grey area).
The LMDz-INCA results are also reported for sensitivity
simulations without convective (dashed line) and boundary
layer (dotted line) mixing.

1 Auxiliary material is available at ftp://ftp.agu.org/apend/jd/
2003JD003957.
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for Prather et al. [1987] and Mahowald et al. [1997a],
respectively.
2.1.2.5. Radon 222
[18] 222Rn is a radioactive isotope which has been used

in many transport models to evaluate the synoptic-
scale motion and convective mixing [e.g., Feichter
and Crutzen, 1990; Jacob and Prather, 1990; Genthon
and Armengaud, 1995; Mahowald et al., 1997b; Rind and
Lerner, 1996; Jacob et al., 1997; Stevenson et al., 1998;
Dentener et al., 1999; Taguchi et al., 2002]. This tracer is
simulated in LMDz-INCA according to the World Cli-
mate Research Program (WCRP) intercomparison exercise
reported by Jacob et al. [1997]. The emission flux is
specified to be 1 atom/cm2/s over land in the latitude band
60N–60S and 0.005 atom/cm2/s over the ocean. The flux
is prescribed to be 0.005 atom/cm2/s between 60 and 70
and set to 0 poleward of 70 degrees. The global emission
over land is rescaled to a global mean of 72 mol/yr.
Radioactive decay occurs with a first-order rate constant
k = 2.1 � 10�6 s�1. The zonal mean 222Rn cross-section
calculated for June–August and depicted in Figure 4 can
be compared to the corresponding results from 14
transport models as illustrated by Jacob et al. [1997].
For a sake of comparison with previous work the radon
distribution are expressed in units of 10�21 mol/mol
(=1.52 pCi/m3STP). The distribution calculated with
LMDz-INCA is in close agreement with the other 3-D
models with maximum mixing ratios of 20–30 � 10�21

mol/mol at the surface at northern midlatitudes. In the
upper troposphere, because of efficient redistribution by
convective mixing, maximum mixing ratios of 5 � 10�21

mol/mol are calculated at 200 hPa. In contrast, results
from the sensitivity experiment performed with suppressed
convective mixing shows mixing ratios in this region of
about 2 � 10�21 mol/mol and higher mixing ratios at the
surface reaching 50 � 10�21 mol/mol at midlatitudes in
the Northern Hemisphere. Boundary layer mixing signif-
icantly affects the calculated distribution. When this mix-
ing is suppressed, 222Rn accumulates at the surface
where it reaches more than 100 � 10�21 mol/mol. In this

Figure 3. Normalized 85Kr surface concentration (pCi/
SCM) calculated in LMDz-INCA at 7.5W (solid line) and
30W (dashed line). (top) March conditions and measure-
ments reported by Jacob et al. [1987] for March 1983 (solid
circles); (bottom) October conditions and measurements for
October 1983 (solid circles) and October 1980 (triangles).

Figure 4. Zonal mean radon mixing ratio (10�21)
calculated by LMDz-INCA for Northern Hemisphere
summer conditions (JJA). The distributions are illustrated
for the reference simulation (upper panel) and for the cases
without convective (middle panel) and boundary layer
(lower panel) mixing.
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case, the mixing ratio in the upper troposphere is de-
creased to 0.2 � 10�21 mol/mol and 2 � 10�21 mol/mol
in the Southern and Northern Hemispheres, respectively.
Figure 5 compares the simulated 222Rn surface mixing
ratio to climatological measurements at selected marine
and continental stations. At remote marine stations
(Amsterdam, Dumont d’Urville), the background mixing
ratio is generally well reproduced by the model. We note
however, as obtained in previous studies [Genthon and
Armengaud, 1995; Brasseur et al., 1998a; Taguchi et al.,
2002], a significant underestimate of 222Rn during sum-
mer at Dumond d’Urville. The 222Rn mixing ratio is also
fairly well simulated at coastal stations or marine stations
under continental air influence (Bermuda, Cape Grim,
Mace Head). We note, however, that the transport is
somewhat overestimated during spring as revealed by
the comparison at Mace Head and Bermuda stations. At
continental sites the comparison shows that the seasonal
cycle is well reproduced at Bombay and Livermore. At
Chester, Socorro, and to a lesser extent Livermore, the
calculated mixing ratios significantly underestimate the
measurements during winter, suggesting too much mixing
out of the boundary layer during this period. At the free
tropospheric site of Mauna Loa, the calculated seasonal
cycle shows a very good agreement in comparison to the
observations. However, as obtained by previous work
[Brasseur et al., 1996; Jacob et al., 1997; Taguchi et
al., 2002], the calculated values underestimate observa-
tions during all year. Figure 6 shows the 222Rn vertical
profiles at selected Northern American locations for
summer and winter conditions and comparisons with
measurements. During summer, the model successfully
simulates the measured profiles. In particular, the free
tropospheric mixing ratios as well as the apparent bound-
ary layer height are fairly well reproduced at Moffett
Field (California). During winter, because of reduced
convective mixing, the calculated profiles exhibit a stron-
ger gradient than in summer with lower mixing ratios in
the free and upper troposphere. However, the measure-
ments suggest even less mixing and steeper gradient
during this season than calculated with the GCM. This
feature is consistent with the simulated seasonal cycle at
the surface suggesting too much venting out of the
boundary layer during this season. Comparison with the
profiles simulated with convective or boundary layer
mixing removed confirms this finding. A better agreement
with the measurements is achieved in winter with sup-
pressed convection and boundary layer mixing. In con-
trast, mixing is clearly needed to explain the profiles
observed in summer. Again, a proper treatment of mixing
and in particular of boundary layer mixing appears as a
crucial point in global models.

2.2. INCA Chemistry and Aerosol Model

[19] Interaction with Chemistry and Aerosols (INCA) is a
chemistry and aerosol model introduced on-line in the
LMDz general circulation model. INCA is called by the
GCM with a time step of 30 min and prepares the surface
and in-situ (e.g., lightning) emissions, calculates wet and
dry deposition rates and integrates in time the concentration
of species to account for atmospheric photochemistry. As
used in most CTMs [Jacob et al., 1993; Müller and

Brasseur, 1995; Brasseur et al., 1998a], a sequential oper-
ator approach is adopted in LMDz-INCA. The preprocessor
used for INCA is a follow-up of the earlier version of the
code developed in the framework of MOZART by Brasseur
et al. [1998a].
2.2.1. Chemistry
[20] In this first version of the INCA model, we use a

CH4�NOx�CO�O3 chemical scheme representative of the
background chemistry of the troposphere. The model cal-
culates the distribution of tropospheric ozone and its pre-
cursors as well as the main greenhouse gases and several
inert tracers allowing the evaluation of transport and phys-
ical processes. The simulated distributions of radiatively
active species (i.e., CH4, N2O, (H)CFCs, O3) can then be
used in the GCM radiation code in order to calculate the
cooling and heating rates and provide a full coupling
between chemistry and climate (this option of the model
is not activated in the scope of this study). The species
considered in this model version are listed in Table 1. As
indicated, species with a very short photochemical lifetime
are not subject to transport, and only one photochemical
family is formed (Ox = O3 + O(1D) + O(3P)). A total of
33 species (27 transported species including gas and liquid
phase water) is considered in this version of LMDz-INCA.
[21] The chemical scheme used in LMDz-INCA is given

in Tables 2, 3, and 4. The scheme includes 19 photolytic
reactions (Table 2), 62 gas phase reactions (Table 3) and 4
heterogeneous reactions (Table 4). The reaction rates are
specified according to DeMore et al. [1997] and subsequent
updates [Sander et al., 2000, 2002]. These reaction rates are
updated at each model time step on the basis of the
temperature, pressure, andwater vapor distributions provided
by the GCM. Photolysis frequencies j are determined at
each time step and model grid-cell on the basis of pretabu-
lated values with a multivariate log-linear interpolation
through a Taylor series expansion [Burden and Faires,
1985]. This look-up table is prepared with the Troposphere
Ultraviolet-Visible (TUV) model (version 4.1) from
Madronich and Flocke [1997] using a pseudo-spherical
16 stream discrete-ordinate method, 137 spectral intervals
and 70 vertical levels. As in the studis by Müller and
Brasseur [1995] and Brasseur et al. [1998a], the clear-sky
photodissociation coefficients are tabulated for 18 pressure
levels, 7 total ozone columns, 8 solar zenith angles,
4 surface albedo, 3 temperatures at 500 hPa and 2 temper-
atures at 200 hPa. The surface albedo, temperature and
pressure fields are provided by the GCM. The total ozone is
based on either prescribed climatologies or the model-
calculated ozone fields. The effect of cloudiness on the
photolysis frequencies is parameterized according to Chang
et al. [1987] as described by Brasseur et al. [1998a], with
cloud fractional cover and liquid water content provided by
the GCM at each time step.
[22] Following the recommendations of Jacob [2000],

four heterogeneous reactions are considered in the chemical
scheme. The aerosol distribution is determined on the basis
of monthly averaged sulfate fields from Boucher et al.
[2002]. The aerosol surface density is calculated assuming
a log-normal size distribution of dry aerosols in the accu-
mulation mode with a modal radius r0 = 0.035 � 10�6 m
and a geometric standard deviation of 2. We assume an
aerosol mass density of 1.780 � 103 kg/m3 representative of

D04314 HAUGLUSTAINE ET AL.: INTERACTIVE CHEMISTRY IN LMDZ

6 of 44

D04314



Figure 5. Observed (squares) and calculated (solid line is for day-to-day variation, and crosses are for
monthly means) seasonal cycle of 222Rn mixing ratio (10�21) at selected stations. Measurements as
reported by Genthon and Armengaud [1995], Dentener et al. [1999], and M. Ramonet ( personal
communication, 2000).
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(NH4)HSO4 [Boucher and Anderson, 1995]. At a given
relative humidity, a new equilibrium size distribution is
recalculated on the basis of Hänel [1976]:

r ¼ r0 1� RHð Þ�ew ; ð2Þ

where r is the modal radius of the hydrated aerosol, RH is
the relative humidity, and ew = 0.285. We assume that

efflorescence occurs at 35% relative humidity regardless of
temperature [Hess et al., 2000]. The reaction rates are
calculated using [Dentener and Crutzen, 1993]

k ¼
Z
r

r

Dg

þ 4

vg

� ��1

4pr2NðrÞdr; ð3Þ

with k the first-order reaction rate (s�1), Dg the gas phase
diffusion coefficient (m2/s), v the Boltzman velocity (m/s)

Figure 6. Observed (dashed and dotted lines) and calculated (solid lines with squares for monthly mean
and 1s standard deviation) 222Rn vertical profiles (10�21) over the western United States and Alaska
during summer and winter. Measurements are taken from Liu et al. [1984] and Kritz et al. [1998]. The
model results are illustrated for the reference simulation (upper panel) and for the cases without
convective (middle panel) and boundary layer (lower panel) mixing.
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calculated on the basis of the considered species molecular
mass and local temperature, and g the dimensionless
reaction probability. The temperature dependence of the
reaction probability of N2O5 hydrolysis is taken from
Hallquist et al. [2000]. The resulting zonal and annual mean
reaction rate for this heterogeneous reaction is depicted in
Figure 7. The reaction rate reaches a maximum of 48 �
10�5 s�1 in polluted regions at northern midlatitudes and
values in the range 2–10 � 10�5 s�1 in the Southern
Hemisphere. Above 500 hPa, the calculated rate is in the
range 1–3 � 10�5 s�1. Because of increasing reaction
probability at lower temperatures, a secondary maximum
reaching 4 � 10�5 s�1 is predicted in the upper troposphere.
This distribution is generally in line with the earlier results
by Dentener and Crutzen [1993]. Reaction probabilities
used for other reactions are given in Table 4 and are based
on Jacob [2000] and Bey et al. [2001].
[23] The chemical equations are integrated forward in

time with a time step of 30 min on the basis of five possible
numerical algorithms depending on the considered species:
explicit Euler forward [Brasseur et al., 1999], linearized
Euler Backward Iterated (EBI) with the Gauss-Seidel
scheme [Shimazaki, 1985], Quasi-Steady-State Approxima-
tion (QSSA) [Hesstvedt et al., 1978], fully implicit Euler
backward with Newton-Raphson iteration [Brasseur et al.,
1999], and implicit Runge-Kutta (RODAS solver described
by Sandu et al. [1996]). In the present configuration, long-
lived species are integrated with the explicit method and the
other species are solved with the implicit Euler backward

with Newton-Raphson iteration scheme (Table 1). A con-
vergence check is performed for each grid-cell at each time
step.
2.2.2. Emissions
[24] Surface emission inventories have been compiled for

LMDz-INCA on the basis of various compilations reported
on different grids. These compilations are combined, redis-
tributed on the LMDz-INCA grid with a mass preserving
algorithm, and rescaled if needed. After interpolation, the
emissions are redistributed along the coasts according to the
GCM land-sea mask ensuring mass conservation as de-
scribed by Gurney et al. [2000]. For these climatological
simulations the emissions are prepared on a monthly mean
basis when available. Table 5 summarizes the magnitude of
the emissions used for the various species considered in
LMDz-INCA.
[25] Anthropogenic emissions (industry, fossil fuel, and

industrial biofuel) representative of the year 1995 are
based on the EDGAR v3.2 emission database [Olivier and
Berdowski, 2001]. In the case of CO the global emissions
are rescaled to the values given by Prather et al. [2000].
Since NMHCs are not included in this version of the model,
secondary CO produced by these species is injected directly
as a surface source as was done by Roelofs and Lelieveld
[1995], Lawrence et al. [1999], and Shindell et al. [2001].
The global amount of secondary CO emitted by anthropo-
genic NMHCs is taken from Prather et al. [2001] and
distributed as the EDGAR direct fossil fuel emissions.
These emissions are introduced in the model as annual
mean without seasonal cycle. In addition to these emissions,
NOx emissions from oceangoing ships are based on Corbett
et al. [1999] and aircraft NOx emissions are based on the
ANCAT/EC2 inventory [Gardner et al., 1998] and modified
to be representative of the year 2000 (D. Lee, personal
communication, 2003).
[26] Biomass burning emissions are introduced on the

basis of the emission factors compiled for each species by
Andreae and Merlet [2001] and on the spatial and temporal
distribution of the amount of biomass burnt. In the tropics,
the biomass burnt by savanna fires, deforestation, agricul-
tural waste burning, and biofuel use are taken from Hao and

Table 1. Trace Gases in LMDz-INCA

Species Transport Numerical Method

1 H2O (gas phase) yes
2 H2O (liquid phase) yes
3 222Rn yes Euler forward
4 210Pb yes Euler forward
5 85Kr yes Euler forward
6 CO2 yes Euler forward
7 SF6 yes Euler forward
8 CFC11 yes Euler forward
9 CH3CCl3 yes Euler forward
10 HCFC22 yes Euler forward
11 Ox = O(3P) + O(1D) + O3 yes Euler backward
12 Ox stratosphere yes Euler forward
13 Ox inert yes Euler forward
14 H2 yes Euler forward
15 H no Euler backward
16 OH no Euler backward
17 HO2 no Euler backward
18 H2O2 yes Euler backward
19 N2O yes Euler forward
20 N no Euler backward
21 NO yes Euler backward
22 NO2 yes Euler backward
23 NO3 yes Euler backward
24 HNO3 yes Euler backward
25 HNO4 yes Euler backward
26 N2O5 yes Euler backward
27 CH4 yes Euler forward
28 CO yes Euler forward
29 CH2O yes Euler backward
30 CH3O no Euler backward
31 CH3O2 yes Euler backward
32 CH3OH no Euler backward
33 CH3OOH yes Euler backward

Table 2. Photodissociative Reactions Included in LMDz-INCA

Reaction

j1 O2 + hn ! O + O
j2 O3 + hn ! O(1D) + O2

j3 O3 + hn ! O + O2

j4 NO + hn ! N + O
j5 NO2 + hn ! NO + O
j6 NO3 + hn ! NO + O2

j7 NO3 + hn ! NO2 + O
j8 N2O5 + hn ! NO2 + NO3

j9 HNO3 + hn ! NO2 + OH
j10 HNO4 + hn ! NO2 + HO2

j11 N2O + hn ! O(1D) + N2

j12 CH3OOH + hn ! CH2O + H + OH
j13 CH2O + hn ! CO +2 H
j14 CH2O + hn ! CO + H2

j15 H2O2 + hn ! 2 OH
j16 H2O + hn ! H + OH
j17 CFC11 + hn ! (products)
j18 HCFC22 + hn ! (products)
j19 CH3CCl3 + hn ! (products)
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Liu [1994]. The annual cycle of the Hao and Liu [1994]
emissions has been moved forward by one month as
suggested by Lawrence et al. [1999], providing peak
emissions in March and September associated with the
Northern and Southern Hemisphere burning seasons,

respectively. In the extratropics, the biofuel and agricultural
waste burning emissions are taken from the EDGAR
database. The boreal forest fire emissions are based on
Müller [1992]. As was done in the case of fossil fuel
emissions, secondary CO from biomass burning NMHCs
are introduced on the basis of the magnitude suggested by
Prather et al. [2001].
[27] Soil emissions of NO are based on Yienger and Levy

[1995]. Secondary CO from biogenic Volatile Organic
Compounds (VOCs) oxidation (isoprene, monoterpenes,
and other reactive compounds) is distributed according to
Guenther et al. [1995] on the basis of the global estimates of
Prather et al. [2001]. The spatial and temporal distribution
of CO oceanic emissions is taken from Erickson and Taylor
[1992] and scaled to a global mean of 50 Tg/yr [Prather et
al., 2001]. Emissions of CH4 from rice paddies, wetlands,
termites, wild animals and ruminants, and ocean are taken
from Fung et al. [1991]. N2O emissions are based on
Bouwman and Taylor [1996] and Kroeze et al. [1999] for
continental emissions and on Nevison and Weiss [1995] for
oceanic emissions. As in the study by Hauglustaine and
Ehhalt [2002], H2 emissions are spatially and temporally
distributed on the basis of CO emissions with global
magnitude taken from this earlier study.
[28] As described by Jourdain and Hauglustaine [2001],

lightning NO emissions are calculated interactively in
LMDz-INCA on the basis of the occurrence of convection
and cloud top heights diagnosed at each time step by the
GCM. The lightning flash rate is determined according to
the Price and Rind [1992] parameterization. Figure 8 com-
pares the flash rate predicted by the model for the Decem-
ber–February and June–August periods to the composite
measurements collected by the Optical Transient Detector
(OTD) and the Lightning Intensity Sensor (LIS) spaceborne
instruments over the period 1996–2001 (version 0.1) and
described by Christian et al. [2003]. The model reproduces
the main features of the observed seasonal cycle and the
general location of convective regions. Several disagree-
ments clearly appear. During the northern winter, the model
significantly underestimates the lightning activity in central
Africa. On the other hand, the flash rate is overestimated
over northern Australia and South America. During the
northern summer, the model strongly overestimates the
lightning flashes during the Indian monsoon. The lightning
activity is reasonably well simulated over North America
and to a lesser extent during the West African monsoon.
These features are directly linked to the simulated convec-
tion location and magnitude (cloud top) in the GCM and
should be improved in future versions of LMDz. On
the basis of the partitioning between intracloud (IC) and
cloud-to-ground (CG) flashes proposed by Price and Rind
[1992], and adopting a production of 6.7 � 1025 and 6.7 �
1026 NO molecules per IC and CG flash, respectively

Table 3. Gas Phase Reactions Included in LMDz-INCA

Reaction

k1 O(1D) + N2 ! O + N2

k2 O(1D) + O2 ! O + O2

k3 O(1D) + H2O ! 2 OH
k4 O + O + M ! O2 + M
k5 O + O2 + M ! O3 + M
k6 O + O3 ! 2 O2

k7 O(1D) + O3 ! 2 O2

k8 O + OH ! H + O2

k9 O + HO2 ! OH + O2

k10 H + O2 + M ! HO2 + M
k11 H + O3 + M ! OH + O2

k12 H + NO2 + M ! OH + NO
k13 H + HO2 + M ! 2 OH
k14 H + HO2 + M ! H2 + O2

k15 H + HO2 + M ! H2O + O
k16 OH + O3 ! HO2 + O2

k17 HO2 + O3 ! OH + 2 O2

k18 HO2 + HO2 ! H2O2

k19 H2O2 + OH ! H2O + HO2

k20 OH + HO2 ! H2O + O2

k21 OH + OH ! H2O + O
k22 H2 + OH ! H2O + H
k23 H2 + O(1D) ! H + OH
k24 N2O + O(1D) ! 2 NO
k25 N2O + O(1D) ! N2 + O2

k26 N + O2 ! NO + O
k27 N + NO ! N2 + O
k28 N + NO2 ! N2O + O
k29 NO + HO2 ! NO2 + OH
k30 NO + O3 ! NO2 + O2

k31 NO2 + O ! NO + O2

k32 NO2 + O3 ! NO3 + O2

k33 NO3 + HO2 ! 0.4 HNO3 + 0.6 OH + 0.6 NO2

k34 NO2 + NO3 + M ! N2O5 + M
k35 N2O5 + M ! NO2 + NO3 + M
k36 NO2 + OH + M ! HNO3 + M
k37 HNO3 + OH ! NO3 + H2O
k38 NO3 + NO ! 2 NO2

k39 NO2 + HO2 + M ! HNO4 + M
k40 HNO4 + M ! HO2 + NO2 + M
k41 HNO4 + OH ! H2O + NO2 + O2

k42 CH4 + OH ! CH3O2 + H2O
k43 CH4 + O(1D) ! CH3O2 + OH
k44 CH4 + O(1D) ! H2 + CH2O
k45 CH3O + O2 ! CH2O + HO2

k46 CH3OH + OH ! CH2O + HO2 + H2O
k47 CH3O2 + NO ! CH3O + NO2

k48 CH3O2 + NO3 ! CH3O + NO2 + O2

k49 CH3O2 + CH3O2 ! CH3OH + CH2O + O2

k50 CH3O2 + HO2 ! CH3OOH + O2

k51 CH3O2 + CH3O2 ! 2 CH3O + O2

k52 CH3OOH + OH ! CH2O + OH + H2O
k53 CH3OOH + OH ! CH3O2 + H2O
k54 CH2O + OH ! CO + H2O + HO2

k55 CH2O + O ! CO + OH + HO2

k56 CH2O + NO3 ! CO + HO2 + HNO3

k57 CO + OH ! CO2 + H
k58 SF6 + O(1D) ! (products)
k59 CH3CCl3 + OH ! (products)
k60 CFC11 + O(1D) ! (products)
k61 HCFC22 + O(1D) ! (products)
k62 HCFC22 + OH ! (products)

Table 4. Heterogeneous Reactions Included in LMDz-INCA

Reaction Reaction Probability

h1 N2O5 ! 2 HNO3 g200K = 0.185, g300K = 0.03
h2 NO3 ! HNO3 g = 0.1
h3 NO2 ! 0.5 HNO3 + 0.5 HNO2 g = 0.1
h4 HO2 ! 0.5 H2O2 + 0.5 O2 g = 1 � 10�3
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[Price et al., 1997], we derive a global annual NO produc-
tion of only 1.07 TgN/yr [Jourdain and Hauglustaine,
2001]. This value is lower than the range of 2–20 TgN
provided by previous estimates [Lee et al., 1997; Price et al.,
1997; Allen and Pickering, 2002]. The reasons for this
disagreement have been mainly attributed to an underesti-
mate of cloud top height in the GCM, and it was decided
to rescale the global production to an annual value of
5 TgN for this work [Lee et al., 1997; Prather et al.,
2001]. The NO production is vertically distributed in the
convective column on the basis of the empirical profiles
derived by Pickering et al. [1998].
2.2.3. Dry Deposition
[29] Dry deposition velocities (vd) are calculated interac-

tively at each time step following the resistance-in-series
approach [Wesely, 1989]:

vd ¼
1

Ra þ Rb þ Rc

; ð4Þ

where Ra, Rb and Rc (s/m) are the aerodynamical, quasi-
laminar, and surface resistances, respectively. Ra and Rb are
calculated on the basis of Walcek et al. [1986]. The surface
resistances are determined for all species included in
LMDz-INCA according to their Henry law equilibrium
constant and reactivity factor for oxidation of biological
substances. The surface resistances are calculated using the
vegetation map classification from De Fries and Townshend
[1994] interpolated to the model grid and redistributed into
the classification proposed by Wesely [1989]. The lower and
upper canopy resistances (including stomata, mesophyll,
and cuticle resistances) as well as ground resistances are all
parameterized according to Wesely [1989]. Meteorological
variables needed to calculate Ra, Rb and Rc (including
temperature, specific humidity, wind speed, precipitation,
snow cover, and solar radiation at the surface) are provided
by the GCM at each time step.
[30] Figure 9 shows the resulting 24-hour averaged dry

deposition velocity of O3 and HNO3 calculated for July
conditions. Low deposition velocities are calculated for

ozone over the ocean (0.05–0.1 cm/s). Over the continents
the deposition velocities reach 0.4–0.5 cm/s. HNO3 has a
much larger deposition velocity largely controlled by the
atmospheric stability because of its high solubility. Maxi-
mum values of 2–3 cm/s are predicted over land. Compar-
ison with previous global model results [Müller, 1992;
Wang et al., 1998; Ganzeveld and Lelieveld, 1995; Brasseur
et al., 1998a] suggests that deposition velocities are under-
estimated by 20–30% over forested regions (Amazon
forest, northeastern United States) in LMDz-INCA.
[31] The soil uptake of H2 and CO is parameterized as a

dry deposition process. As in the study by Hauglustaine and
Ehhalt [2002], the seasonal and geographical distributions
of deposition velocities for these two species is prescribed
according to the Net Primary Productivity (NPP) calculated
over land by the ORCHIDEE vegetation model (G. Krinner
et al., A dynamical global vegetation model for studies of
the coupled atmosphere-biosphere system, submitted to
Global Change Biology, 2003). The calculated H2 deposi-
tion velocity (Figure 10) shows a strong seasonal cycle with
maximum values reaching 0.1–0.12 cm/s over temperate
and boreal forests in summer. In winter, low values
(<0.02 cm/s) are calculated over land in the Northern
Hemisphere. These values appear somewhat lower than
those obtained by Hauglustaine and Ehhalt [2002]. High
values are calculated in the tropics during all seasons.
2.2.4. Wet Removal
[32] The LMDz general circulation model distinguishes

between stratiform and convective precipitation. The wet
scavenging of soluble species is calculated in INCA for both
types of precipitation separately and parameterized as a
first-order loss process [Giorgi and Chameides, 1985]:

d

dt
Cg ¼ �bCg; ð5Þ

where Cg is the gas phase concentration of the considered
species and b the scavenging coefficient (1/s). The
scavenging associated with large-scale stratiform precipita-
tion is calculated adopting the falling raindrop approach and
calculating the amount of gas removed by the drop falling
through each model layer located below the cloud level
[Seinfeld and Pandis, 1998]. The increase of the aqueous
phase concentration Cm

aq of an irreversibly scavenged gas in
a droplet originating from level m and falling through a
model layer i (such as layer i < layer m) can be estimated by
a mass balance between the rate of increase of the mass of
species in the droplet and the rate of transfer of species to
the drop so that [Seinfeld and Pandis, 1998]

d

dt
Cm
aq

� �
i

¼ 6Kc

Dp

Ci
g; ð6Þ

where Cg
i is the gas phase concentration in layer i

encountered by the drop originating from level m, Dp is
the rain droplet diameter fixed to a constant value of 3 �
10�3 m in this version of INCA, and Kc the mass transfer
coefficient (m/s). The mass transfer is calculated until
equilibrium of the dissolved gas is eventually reached in the
falling drop. Kc is calculated with the empirical relation of
Bird et al. [1960] as given by Brasseur et al. [1998a]. In this
relation, we assume a constant value for the drop terminal

Figure 7. Zonal and annual mean distribution of calcu-
lated heterogeneous reaction rate of N2O5 on sulfate
aerosols (10�5 s�1). The dash-dotted line represents the
model tropopause.
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velocity of 8 m/s. From equation (5) we derive, for the
scavenging coefficient associated with large-scale precipita-
tion in layer i,

blsi ¼ � 1

Ci
g

X
m>i

d

dt
Ci
g

� �
m

¼ 1

Ci
g

X
m>i

Lm
d

dt
Cm
aq

� �
i

; ð7Þ

where Lm is the dimensionless liquid rain water content of
layer m. It should be noted that the above formalism
neglects a possible re-evaporation of the drop with transfer
of the dissolved gas back to the gas phase [Roelofs and
Lelieveld, 1995; Liu et al., 2001]. The rain liquid water
content (L) is derived from the total (solid + liquid) water
flux calculated by the GCM. However, as in the studies by
Koch et al. [1996], Liu et al. [2001], and Hess et al. [2000],

we assume that rainout is suppressed at temperatures below
258 K.
[33] The scavenging by convective precipitation is calcu-

lated as part of the upward convective mass flux on the
basis of a modified version of the scheme proposed by
Balkanski et al. [1993]. On the basis of this formulation and
on the basis of equation (5), we derive, for the scavenging
coefficient associated with convective precipitation,

bcv ¼ �fF u

g

p
; ð8Þ

where f is the fraction of soluble gas removed from the gas
phase, F u the upward convective mass flux diagnosed by
the GCM (kg/m2/s), p the pressure and g the gravity
constant.
[34] As in the study by Liu et al. [2001], we assume that

in the convective column,

f ¼ 1� e�a�z; ð9Þ

where �z (m) is the height in the convective tower
calculated from the cloud base. The scavenging efficiency a
(m�1) is calculated as the ratio of the rate constant for
conversion of cloud water to precipitation (Cpr) and the
updraft velocity w. On the basis of Mari et al. [2000] and
Liu et al. [2001], we adopt Cpr = 5 � 10�3 s�1, w = 10 m/s
leading a = 5 � 10�4 m�1.
[35] Nitric acid is used as a reference and the scavenging

rate for any other species x (in this version of INCA, x
stands for H2O2, CH3OOH, CH2O, and HNO4) is scaled to
the scavenging rate of HNO3 according to its effective
Henry law equilibrium constant Hx on the basis of Seinfeld
and Pandis [1998].
[36] Figure 11 shows the resulting nitric acid lifetime

associated with wet scavenging calculated by the model.
The removal is efficient at midlatitudes in the lower
troposphere with an associated lifetime of only 1–2 days
below 2 km. At these latitudes, the scavenging rapidly
decreases with altitude with corresponding lifetimes longer
than 10 days above about 5 km. A very efficient removal
associated mainly with convective precipitation is also
predicted in the Intertropical Convergence Zone (ITCZ)
with characteristic lifetimes of 2–4 days up to about 8 km.
The calculated removal lifetime is in general agreement
with the results presented by Brasseur et al. [1998a].
However, with LMDz-INCA we predict a more efficient
removal in the lower troposphere. This feature is associated
in the tropics with the adopted vertical profile for wet
scavenging by convective precipitation and to the stratiform
precipitation simulated by the GCM at midlatitudes. Another
difference with this previous work arises from the temper-
ature threshold imposed on the washout rate in our
scheme imposing a more rapid decrease with altitude and
at high latitudes. The role of convective precipitation is
illustrated by comparing these results with the washout
removal time obtained for a sensitivity experiment per-
formed with convective washout turned off. In this case,
the removal time in the tropics increases to 25–75 days, in
sharp contrast with the reference simulation. Stratiform
precipitation is generally confined in the lower troposphere
and no significant washout is predicted above 5 km in the

Table 5. Global Surface Emissions of Trace Gases in LMDz-

INCA

Emission

NOx, TgN/yr
Fossil fuel + industry + biofuel 24.66
Biomass burning 8.07
Soils 5.48
Ships 3.08
Total 41.29

N2O, TgN/yr
Fossil fuel + industry + biofuel 0.78
Biomass burning 1.14
Soils 7.20
Excecra 1.02
Ocean 3.50
Total 13.64

CH4, Tg/yr
Fossil fuel + industry + biofuel 98.71
Biomass burning 25.36
Landfills 56.34
Rice paddies 79.55
Wetlands 240.24
Animals 88.85
Termites 20.00
Ocean 15.00
Total 624.05

CO, Tg/yr
Fossil fuel + industry + biofuel 650.00
Biomass burning 514.00
Biogenic 150.00
Ocean 50.00
Total 1364.00

Secondary CO, Tg/yr
VOC Fossil fuel + industry + biofuel 110.00
VOC Biomass burning 30.00
VOC Biogenic 290.00
Total 430.00

H2, Tg/yr
Fossil fuel + industry + biofuel 17.00
Biomass burning 15.00
Soils 6.00
Ocean 6.00
Total 44.00

CH2O, Tg/yr
Fossil fuel + industry + biofuel 0.31
Biomass burning 2.33
Total 2.64
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tropics for this sensitivity simulation. At midlatitudes, the
removal time is also significantly affected by convection
and is generally larger than 5 days above 1–2 km when
only stratiform precipitation is considered.
[37] In Figure 12, we evaluate the model performance in

terms of wet scavenging simulation by comparing 210Pb
calculated surface concentration with measurements. 210Pb
is calculated on the basis of the radioactive disintegration of
222Rn with a rate constant of 2.1� 10�6 s�1, an imposed dry
deposition of 0.2 cm/s over land and of 0.05 cm/s over the
ocean and frozen surfaces (latitudes higher than 70). We
assume that the wet removal for aerosols (and hence 210Pb
which aggregates on aerosols) is identical to that of nitric
acid [Balkanski et al., 1993; Lee and Feichter, 1995; Rehfeld
and Heimann, 1995; Brasseur et al., 1998a]. The back-
ground 210Pb concentration is reasonably well simulated by
the model at marine and remote stations (Kerguelen, Dumont
d’Urville). As was already pointed out for 222Rn, the con-
centrations are underestimated during summer at Dumont
d’Urville. The model also captures fairly well the seasonal

cycles observed at most marine and continental midlatitude
and high-latitude stations. In the tropics and extratropics, the
model reproduces very well the observed concentrations at
Mauna Loa and Lamto and to a lesser extent at La Réunion
island. The concentrations are also well simulated over the
Pacific at Norfolk and Midway islands (not shown). The
model tends, however, to underestimate the concentration at
the Bermuda station (and Barbados, not shown) during
summer, pointing to a too efficient scavenging in the western
Atlantic region. We obtain, however, a good agreement with
observations at Izana (not shown) in the eastern Atlantic. A
significant underestimate of 210Pb is also obtained at Cal-
cutta. This underestimate appears all the year and not only
during the monsoon season. Figure 12 shows the major
impact of convective precipitation on the distribution of
210Pb. Without convective washout a general overestimate
arises in the model results. This disagreement appears not
only in the tropics (Mauna Loa, Lamto) or during the
monsoon season (Calcutta) but also at northern midlatitudes
during summer (Chester, Bermuda).

Figure 8. Gridded composite of lightning flashes (flashes/min) detected by the LIS (December 1997 to
November 2000) and OTD (April 1995 to March 2000) instruments (version 0.1 prepared by Christian et
al. [2003]) for DJF and JJA conditions (upper panels) and lightning flashes calculated by LMDz-INCA
(lower panels). See color version of this figure at back of this issue.
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[38] Figure 13 shows the calculated concentrations and
comparisons with selected vertical profiles measured over
the central United States and Alaska [Moore et al., 1973]
and over the northwestern Pacific during the PEM-West
A (fall 1991) and PEM-West B (spring 1994) campaigns
by Dibb et al. [1996, 1997]. Above 12 km the calculated
concentrations are generally in line with the measure-
ments. In the middle troposphere, the model significantly
overestimates the observations during winter over the
central United States. The measurements collected during
the PEM-West campaigns show a high variability. The
model results generally fall within the observed values
in the middle and upper troposphere. In the lower
troposphere, the calculated values underestimate the
observations during PEM-West A and over Japan during
PEM-West B. The measured vertical gradients are gen-
erally captured by the model during these campaigns.
Guelle et al. [1998b] suggested that the underprediction
would be associated with excessive removal by convec-
tive precipitation during PEM-West A and by stratiform
precipitation during PEM-West B. Comparison with the

model results obtained for stratiform precipitation only
suggest that convective washout plays a dominant role
during all seasons. In this sensitivity experiment, 210Pb is
significantly overestimated over the whole model domain.
Note that this comparison is only intended to provide a
general evaluation of the calculated profiles since this
version of the model is run in a climate mode and not
with the meteorological conditions prevailing during the
campaigns.
[39] Figure 14 illustrates the total (wet + dry) annual

nitrogen deposition at the surface calculated with LMDz-
INCA. The maximum deposition reaches 10–12 kgN/ha/yr
and is predicted close to source regions in Northern
America, Western Europe, and Southeast Asia. A regional
budget analysis provides integrated depositions of
5.8 TgN/yr (12% of global deposition), 4.5 TgN/yr (9%),
and 7.6 TgN/yr (15%) over these 3 regions respectively. A
significant amount (19.7 TgN/yr, 40% of global deposition)
of the nitrogen is deposited over the ocean. Secondary
deposition maxima of 3–5 kgN/ha/yr are calculated
over biomass burning regions in Africa and South America.

Figure 9. Monthly mean O3 and HNO3 surface dry deposition velocity (cm/s) calculated in LMDz-
INCA for July conditions. See color version of this figure at back of this issue.
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The calculated nitrogen deposition is almost equally
distributed between wet and dry deposition. This
spatial distribution is in general agreement with previous
model estimates [Penner et al., 1991; Kraus et al., 1996;
Galloway et al., 1994; Holland et al., 1997, 1999; Rodhe
et al., 2002]. The comparison with maps of N deposition
fluxes from site-network observations produced for the
United States and Western Europe by E. A. Holland et al.
(Nitrogen deposition onto the United States and western
Europe: A synthesis of observations and models, submitted
to Ecological Applications, 2003) (hereinafter referred to
as Holland et al., submitted manuscript, 2003) also shows
a fairly good agreement over the northeastern United
States. In Europe, the calculated maximum is somewhat
shifted north in comparison to the observations. Figure 15
provides a more quantitative comparison nitrogen deposi-
tion measurements. Wet deposition measurements of NO3

�

for the United States and western Europe were compiled
for the 1978–2002 time period to calculate monthly
average deposition of nitrate. In the United states, wet

deposition data were provided by the National Atmospheric
Deposition Program [Lamb and Van Bowersox, 2000]. In
Europe, measurements of wet deposition fluxes of
NO3

�were provided by the European Monitoring and
Evaluation Programme (EMEP). In Europe the method of
sampling varied from location to location, country to
country, and, in general, differed from the method used in
the United States. The samples of precipitation were
collected daily using either the precipitation-only samplers
(described above) or bulk sampling devices which are
continually open to the atmosphere, and are thus more
subject to contamination [Erisman et al., 1994; van
Leeuwen et al., 1996]. For this comparison, the calculated
nitrogen wet deposition was interpolated on each collecting
site for each month. Both comparisons show a high
variability in the data as well as in the modeled depositions.
Over the United States at the NADP monitoring sites, the
model generally reproduces the general behavior of
the measurements with a correlation coefficient r2 of
0.47. The figure indicates that the deposition is overesti-

Figure 10. Monthly mean H2 surface dry deposition velocity (cm/s) calculated in LMDz-INCA for
January and July conditions. See color version of this figure at back of this issue.
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mated by up to a factor of two during summer (JJA).
This feature is mainly associated with an overestimate
of precipitation over the continents during summer as was
also pointed out by Boucher et al. [2002]. Over Europe at
the EMEP monitoring stations, the variability is large and a
low correlation between the model and the measurements is
obtained. Several data points characterized by NO3

� depo-
sition higher than about 0.5 kgN/ha are not reproduced by
the model. On the other hand, as was the case for NADP
data, an overestimate of the measurements by the model is
obtained during summer. As illustrated by Bauer et al.
[2004], it should be noted that the formation of PAN, which
is not considered in our model, reduces surface HNO3 by
10–25% in source region. The resulting decreased nitrogen
deposition in these regions would, however, not fully
reconcile the model and the measurements. This compari-
son indicates that, even if the general patterns of the
nitrogen deposition are correctly reproduced by the model,
scavenging and transport of nitrogen species could be
improved in the model. This conclusion was also reached
by previous model evaluations against measured nitrogen
deposition [Roelofs and Lelieveld, 1995; Holland et al.,
1997; Horowitz et al., 2003].

2.2.5. Boundary Conditions in the Stratosphere
[40] Transport of species and chemistry are calculated

interactively up to the model upper level. However, since
no chlorine or bromine chemistry nor heterogeneous
reactions on polar stratospheric clouds are considered in
this version of LMDz-INCA, ozone concentrations are
relaxed toward observations at the uppermost model
levels at each time step. This relaxation is performed
above a potential temperature q = 380K. As in the study
by Horowitz et al. [2003], we adopt a relaxation time
constant of 10 days. The ozone observations are taken
from the monthly mean 3D climatologies of Li and Shine
[1995] that are based on ozone soundings and different
satellite data. Because of the coarse vertical resolution of
the model at the tropopause, this approach overestimates
the cross-tropopause ozone influx into the troposphere. To
overcome this difficulty, we adopt an adjustment inspired
from McLinden et al. [2000] and Bey et al. [2001].
According to this method, ozone is reduced by 25%
above q = 380K before the advection calculation and
reset to its initial value after the large-scale transport.
This method results in a satisfactory simulation of the
ozone influx, as illustrated below. In the case of nitrogen
species, N2O is treated explicitly in the model and the
stratospheric source of NOy is directly calculated from
reaction k24 (Table 3). In order to investigate the contri-
bution of the stratospheric influx to the calculated ozone
levels in the troposphere, a stratospheric ozone-like tracer
is included in LMDz-INCA. As described by Roelofs and
Lelieveld [1997] and Hauglustaine and Brasseur [2001],
this tracer is imposed to be identical to the modeled real
ozone above the model tropopause. Below the tropo-
pause, the photochemical production is set equal to zero
while a photochemical loss is attributed to ozone photol-
ysis followed by the reaction of O(1D) with water vapor,
and to the reaction of ozone with OH and HO2. Dry
deposition is also considered for this ‘‘stratospheric
ozone’’ tracer.
[41] The simulation of ozone in the upper troposphere

is very sensitive to the tropopause height simulated by the
GCM. Figure 16 illustrates the tropopause calculated in
LMDz-INCA for January and July conditions. The ther-
mal tropopause is calculated according to the World
Meteorological Organization (WMO) [1992] criterion
and corrected at latitudes higher than 60 degrees in the
winter hemisphere as in the study by Steil et al. [1998].
The model results are in general agreement with the
NCEP [Randel et al., 2000] and ECMWF [Hoinka,
1998] derived tropopause. Two belts with strong merid-
ional gradients can be seen between 30� and 60�. In the
tropics, the tropopause reaches 110 hPa. A disagreement
appears at midlatitudes in the Northern Hemisphere
summer where the model underestimates the tropopause
pressure compared to both NCEP and ECMWF by 30–
40 hPa.
[42] As described by Brasseur et al. [1998a], the water

vapor mixing ratio calculated by the GCM is corrected in
the stratosphere in order to account for methane and
molecular hydrogen oxidation:

mH2O
¼ 6� 10�6 � 2mCH4

� mH2
; ð10Þ

Figure 11. Zonal and annual mean HNO3 lifetime (days)
associated with wet removal processes calculated in LMDz-
INCA for the reference case (upper panel) and for a
sensitivity experiment including only removal by stratiform
precipitation (lower panel).
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Figure 12. Observed (squares) and calculated (solid line is day-to-day variation, and crosses are
monthly mean) 210Pb surface concentration (mBq/m3) at selected stations. Measurements as reported by
Guelle et al. [1998a]. Monthly mean model results obtained when convective washout is suppressed are
also shown for comparison (diamonds and dotted line).
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where mH2O
, mCH4

, and mH2
denote water vapor, methane and

molecular hydrogen volume mixing ratios, respectively.

3. Model Evaluation

[43] A total of 25 years has been simulated during the
development phase of the model with initial conditions
taken from the MOZART CTM [Hauglustaine et al.,
1998] and interpolated on the LMDz-INCA model grid.
The results presented here are taken from the last year of the
simulation unless otherwise stated.

3.1. Long-Lived Species

[44] In the following section we illustrate the distribution
of long-lived species calculated on the basis of the a priori
emission inventory. Since the interhemispheric exchange
rate in the model has been studied in a previous section, we
focus this evaluation on the simulated seasonal cycle for
these species. As mentioned earlier, in the current version of
the model the distribution of radiatively active species
(N2O, CH4, (H)CFCs, and O3) does not feedback on the
GCM climate.
[45] N2O is calculated explicitly in the model considering

the surface emissions (Table 5), transport and mixing, and
photochemistry. Figure 17 illustrates the seasonal evolution

of N2O at selected stations from the CMDL and ALE-
GAGE network. In order to compare the measurements and
the climatological state simulated by the model, the mea-
surements are averaged over the whole recording period for
each month. The comparison is then performed by subtract-
ing the annual mean at each site for both data sets, focusing
on the seasonal cycle. However, it should be noted that the
absolute N2O mixing ratio simulated by the model shows a
fairly small offset of about �3 ppbv (about 1%) compared
to observations. The seasonal cycle of this long-lived
greenhouse gas is extremely small (a few tenths of a
percent) in both the model and the measurements and often
does not even show a discernible seasonal pattern as in
Samoa islands. The seasonal cycle of surface emissions is
dominated by the oceanic and soil contributions and shows
a maximum in local summer as discussed by Bouwman and
Taylor [1996]. This signal is visible in the simulated mixing
ratio at several stations, such as Niwot Ridge, which shows
a peak in summer and a higher variability because of source
influence during this season. However, at most stations a
small seasonal cycle showing a slight summer minimum is
measured and simulated (e.g., Mace Head, Barrow, Mauna
Loa). This minimum is associated with increased convective
activity during summer and mixing of upper tropospheric
air somewhat depleted in N2O from downdrafts. This

Figure 13. Observed (dashed lines with diamonds or triangles) and calculated (solid lines with squares)
210Pb profiles (mBq/m3) at selected locations. Measurements over the central United States and Alaska are
from Moore et al. [1973], and those over the northwestern Pacific are from Dibb et al. [1996, 1997].
Model results obtained when convective precipitation is suppressed are also shown for comparison
(crosses and dotted line).
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seasonal cycle is somewhat overestimated by the model at
Alert and Trinidad Head. The local summer maximum
observed at the South Pole is not reproduced by the model.
A similar disagreement has also been obtained for the
simulation of 222Rn and 210Pb at this station.
[46] Methane is also simulated explicitly in the model,

considering the surface emissions (Table 5), transport and
mixing, atmospheric oxidation, and soil uptake. The CH4

seasonal cycle illustrated in Figure 18 shows a pronounced
cycle in both the model and the CMDL measurements with
a minimum during local summer when oxidation by OH is
more active. The observed amplitude and phase of the
seasonal variation is well reproduced by LMDz-INCA at
most sites indicating a reasonable behavior of transport
processes, oxidation by OH. A more systematic analysis
of the simulated and observed CH4 variability also indicates

that the model reproduces fairly well the variability and its
seasonal cycle at most sites affected by surface emissions.
Work is also underway with LMDz-INCA to further
improve the simulation of methane and refine the sur-
face emissions and global OH on the basis of inverse
modeling techniques as was done by Hein et al. [1997] and
Houweling et al. [2000]. In the case of methane, it should be
noted that an offset of about�150 ppbv (8–10%) is obtained
for the absolute mixing ratio compared to the measurements
(averaged over 10–15 years). Part of this offset is attributed
to the atmospheric trend (reaching 10–15 ppbv/yr in the
1980s) and not accounted for in our study and emission
inventory. The remaining of this offset is associated to too
much oxidation by OH (see section 3.2).
[47] Figure 19 compares the observed and simulated

molecular hydrogen mixing ratio at selected CMDL sta-

Figure 14. Annual and total (wet + dry) nitrogen deposition calculated with LMDz-INCA (kgN/ha/yr).
See color version of this figure at back of this issue.

Figure 15. Correlation between NO3
� wet deposition (kgN/ha) calculated with LMDz-INCA and

measured from surface networks (measurements reported by Holland et al. (submitted manuscript,
2003)). (left) Northern United States NADP network and (right) Europe EMEP network. The correlation
coefficients (r2) and slopes of the linear fit (dashed line) are provided for both regions. Solid line denotes
the 1:1 line. Red crosses, summer (JJA) data; light blue, fall (SON); dark blue, winter (DJF); and green,
spring (MAM). See color version of this figure at back of this issue.
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tions. As discussed by Hauglustaine and Ehhalt [2002], the
major difficulty in the simulation of H2 arises from the
parameterization of soil uptake. This limitation is responsi-
ble for an overestimate of the measured mixing ratio by the
model at continental sites (Utah) in the Northern Hemi-
sphere during winter. The underestimate of H2 by the model
at tropical stations (Ascension, Samoa) also reflects the
difficulty to represent the soil uptake in the model. As
illustrated in Figure 10, the use of NPP as a proxy for soil
microbial activity results in high deposition velocities over
tropical forests (Africa, South America) leading to an
underestimate of H2 by 20–30 ppbv in tropical regions.
As indicated by Sanderson et al. [2003], soil diffusion and
moisture also affect the H2 uptake. In the tropics, the impact
of NMHCs (and in particular of biogenic NMHCs as
isoprene) on CH2O levels and hence on H2 photochemical
production is another potential cause for the underestimate
obtained in the model.

3.2. Hydroxyl Radical

[48] Figure 20 illustrates the seasonal cycle of the glob-
ally averaged methane, methylchloroform, and HCFC-22
chemical lifetimes and OH concentration. As in the study by

Prather et al. [2001], the global and annual mean photo-
chemical lifetime is defined here as the global burden of
the considered species divided by its global sink through
OH oxidation. The global burden is integrated over the
whole model domain and the chemical sink is integrated
from the surface up to the model tropopause. On the basis
of this definition, we calculate a global methane lifetime
of 7.9 years in annual mean. This lifetime ranges from
6.5 years in July during the Northern Hemisphere summer
to 9 years in January. The global methane lifetime is
quite stable in our model and ranges between 7.921 and
7.953 years over the last five years of integration. This
global methane lifetime is within 5% of the global number
of 8.23 years reported by Lawrence et al. [2001] on the
basis of the empirical OH field from Spivakovsky et al.
[2000]. However, it is lower by 18% compared to the
9.6 years reported by Prather et al. [2001]. We note,
however, that the spread of the calculated CH4 lifetime
among the models is large and the recent survey by Prather
et al. [2001] provides a range of 6.5–13.8 years for this
number. The global and annual CH3CCl3 and HCFC-22
lifetimes are 4.6 years and 10.3 years, respectively. The
calculated global OH is 12.8 � 105 molecules cm�3.

Figure 16. Pressure at the tropopause (hPa) calculated by LMDz-INCA for January and July
conditions.
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Figure 17. Calculated (solid line is day-to-day variation, and crosses denote monthly mean) and
measured N2O mixing ratio deviation from annual mean ( ppbv) at selected surface sites. Measurements
from the ALE-GAGE (triangles) [Prinn et al., 2000] and CMDL [Hall et al., 2001] (solid circles)
networks.
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Figure 18. Calculated (solid line is day-to-day variation, and crosses denote monthly mean) and
measured (by Dlugokencky et al. [1998] (solid circles) at the CMDL network stations) CH4 mixing ratio
deviation from annual mean ( ppbv) at selected surface sites.
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Figure 19. Calculated (solid line is day-to-day variation, and crosses denote monthly mean) and
measured (by Novelli et al. [1999] (solid circles) at the CMDL network stations) H2 mixing ratio ( ppbv)
at selected surface sites.
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Previous work has reported CH3CCl3 lifetimes against
oxidation and derived from observations or from empirical
OH fields of 5.5 and 6.0 years (Spivakovsky et al. [2000]
and Prinn et al. [2001], respectively), or from global models
of 5.1, 6.2, 7.3 years (from Bey et al. [2001], Wang et al.
[1998], and Mickley et al. [1999], respectively). More
recently values of 5.7 and 6.1 years have been reported
by Prather et al. [2001] and Montzka et al. [2003],
respectively. Comparison with these recent estimates of
CH3CCl3 lifetime suggests that OH is too high by 19–
25% in LMDz-INCA. As pointed out by Lawrence et al.
[2001], different calculation methods for these numbers also
lead to differences in the estimate reaching up 30% for the
same metric. This feature has to be kept in mind when the
comparison of our results with the previous estimates by
Prather et al. [2001] and Montzka et al. [2003] is made.
Additional information on OH, peroxides and formaldehyde
is provided in the online auxiliary material.

3.3. Carbon Monoxide

[49] Figure 21 illustrates the monthly mean CO surface
distribution for January and July conditions. Maximum

Figure 20. Seasonal cycle of methane, CH3CCl3, and
HCFC22 global chemical lifetimes (years), and globally
pressure-weighted OH concentration (105 molecules cm�3).

Figure 21. Distribution of carbon monoxide (CO) mixing ratio ( ppbv) calculated at the surface in
January and July. See color version of this figure at back of this issue.
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mixing ratios reaching more than 300 ppbv are calculated
over polluted regions in the Northern Hemisphere and over
biomass burning areas in the tropics. A strong seasonal
cycle associated with photochemical activity and conse-
quent accumulation of CO during winter when its lifetime is
longer is visible in the Northern Hemisphere. In tropical
regions, the CO seasonal cycle is largely controlled by the
location and timing of the burning season.
[50] Figure 22 provides an evaluation of the calculated

CO surface distribution by comparing to the climatological
measurements from CMDL at selected stations. The CO
seasonal cycle simulated at the remote marine stations of
Cape Grim, Crozet and Syowa agrees very well with the
observations. Despite the lack of NMHCs, the model also
simulates quite satisfactorily the mixing ratio over more
polluted sites (Utah, Tae-ahn). At northern midlatitude
stations (Mace Head, Bermuda), the model tends to under-
estimate CO by 10–20 ppbv during summer when photo-
chemistry is more active. The underestimate is more
pronounced and persists throughout the year at higher
latitudes (Barrow). The model also tends to underestimate
the CO mixing ratio by 10–30 ppbv at tropical stations
(Samoa, Midway). This disagreement is mainly associated
with the OH overestimate in the model leading to too much
CO oxidation during its transport away from source regions.
Figure 23 summarizes the comparison with most stations
from the CMDL network and provides a scatter plot of
model mixing ratios versus measurements. Overall, a fairly
good correlation is reached (r2 = 0.98). We note, however,
that this good correlation is strongly driven by the good
agreement obtained for low (remote stations) and high
(polluted sites) CO mixing ratios. A large subsample of
the data around 100 ppbv exhibits an underestimate of CO
by 10–20 ppbv in LMDz-INCA. A very similar model-data
comparison has been obtained by Lawrence et al. [1999].
Additional information on carbon monoxide evaluation is
provided in the online auxiliary material.

3.4. Nitrogen Oxides

[51] Simulated monthly mean distributions of NOx are
illustrated in Figure 24 for January and July. Maximum
mixing ratios reaching more than 5 ppbv are calculated
throughout the year over polluted regions (Northern Amer-
ica, Western Europe, and Southeast Asia). High mixing
ratios reaching 2–3 ppbv are also calculated over biomass
burning regions and exhibit a strong seasonal cycle follow-
ing the burning season. Over the ocean, mixing ratios are
generally in the range 10–25 pptv in the Southern Hemi-
sphere. In the Northern Hemisphere, because of ship emis-
sions, mixing rations are in the range 50–200 pptv over the
northern Atlantic and Pacific. These values are in disagree-
ment with most in-situ measurements made over the ocean.
This feature has been discussed in detail by Kasibhatla et al.
[2000], Davis et al. [2001], and von Glasow et al. [2002]
and points toward missing processes as plume formation or
heterogeneous reactions in the global models.
[52] Figure 25 compares the simulated profiles with the

aircraft measurements from the data composites. The eval-
uation of simulated profiles with the data composites
prepared by Emmons et al. [1997, 2000] is performed
adopting the regions described by Hauglustaine et al.
[1998] and averaging the model results over the given

regions and during the duration of the campaigns. Table 6
provides a list of the regions used in this study with the
corresponding latitude and longitude ranges. Considering
the large variability in space and time, the calculated
profiles show a general good agreement with the observa-
tions. The model reproduces the typical ‘‘C-shape’’ profiles
with higher mixing ratios in the polluted boundary layer,
decreasing mixing ratios as a function of altitude in the
lower troposphere, and increase due to lightning emissions
and stratospheric influence in the upper troposphere. We note
however, an overestimate of the measurements collected
during SONEX over the Atlantic and SUCCESS over the
central United States in most of the troposphere.
[53] Previous work has emphasized the difficulty to sim-

ulate nitric acid in the models [Hauglustaine et al., 1998;
Lawrence et al., 1999; Bey et al., 2001]. The HNO3 evalu-
ation (Figure 26) confirms this difficulty over polluted
regions. In these regions, the model tends to overestimate
HNO3 by a factor of 2 in the boundary layer (CITE and
ABLE-3B campaigns) but also in the free troposphere
(SONEX). This feature is also clear, but to a lesser extent,
in regions affected by intense biomass burning activity. A
much better agreement is obtained at more remote locations,
and in particular during the PEM-West and PEM-Tropics
campaigns. The overestimate over polluted regions is
strongly dependent on the washout parameterization in the
model [Lawrence and Crutzen, 1998; Horowitz et al., 2003].
Gas phase nitric acid and aerosol nitrate partitioning and the
role of heterogeneous processes are also potential reasons for
this disagreement in the models [Bauer et al., 2004]. In
LMDz-INCA, the fact that PAN and other organic nitrates,
which constitute a large fraction of the gas phase nitrogen
present in the middle and upper troposphere, are not
accounted for is also a plausible reason for the disagreement.
As illustrated by Bauer et al. [2004], the PAN formation
reduces HNO3 by 10–25% over polluted regions. As
illustrated in Figure 26 and already pointed out in the case
of 210Pb, convective precipitation significantly affect HNO3

at all locations. When only stratiform precipitation are
considered, the HNO3 mixing ratio increases by up to a
factor of 8 in the tropical free troposphere.
[54] In order to investigate the contribution of each

individual source to the NOx levels in the model, several
sensitivity simulations have been performed. Instead of
using tagged tracers as in the study by Lamarque et al.
[1996], we run for each considered source of NOx a
sensitivity simulation imposing a 10% increase in the
source. The difference with the base case model results
provides the sensitivity of the NOx distribution to the
corresponding source (�NOx/�ENOx,i, where ENOx,i is the
considered NOx emission), which can be extrapolated to
account for the total (100%) emission (T. Berntsen, personal
communication, 2002). This formulation is only valid to the
extent that the 10% perturbation is small enough to avoid
nonlinearities in the chemistry. The resulting zonal mean
contribution of each source is depicted in Figure 27 for
January and July conditions. Fossil fuel contributes to most
of the NOx concentration throughout most of the tropo-
sphere north of about 50 degrees during northern winter.
This contribution is reduced to 20–30% in July. Biomass
burning (including biofuel) and soil emissions contribute to
20% and 10%, respectively, in tropical regions. Because of
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Figure 22. Calculated (solid line is day-to-day variation, and crosses denote monthly mean) and
measured (by Novelli et al. [1994] (solid circles) at the CMDL network stations) CO mixing ratio ( ppbv)
at selected surface sites.
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rapid upward transport in the tropics, this contribution
extends to the middle and upper troposphere. In July,
biomass burning contributes to 20–30% to the nitrogen
oxide levels in the southern tropics and boreal forest fires
contribute to about 10% to NOx north of about 50�N.
Lightning is a major contributor to NOx reaching more than
50% in the tropical upper troposphere during all seasons. In
July, lightning contributes to 20–30% to the NOx levels in
the Northern Hemisphere middle and upper troposphere.
Stratospheric intrusion is also the other major contributor to
NOx in the upper troposphere. At high latitudes in the
Southern Hemisphere, this contribution extends down to
the lower troposphere but remains confined to the upper
troposphere in the Northern Hemisphere. Finally, aircraft
emissions contribute to 40% to the NOx levels in the upper
troposphere during the Northern Hemisphere winter. In July,
when upward transport of surface sources and lightning are
more intense, the relative contribution of aircraft decreases
to 10%. Despite the simple approach adopted here to
determine the relative individual contributions to the calcu-
lated NOx levels, these results provide a coherent view of
the various processes involved and are consistent with the
tagged tracer approach adopted in previous work. It should
be noted that the contribution of several sources as fossil
fuel or biomass burning will be affected when NMHCs and
PAN formation are considered. As discussed by Moxim et
al. [1996], PAN chemistry has little impact on the global-
scale chemistry and contributes for about 10% to the NOx

levels in the upper half of the troposphere where its lifetime
is long. However, PAN can have regional and local influ-
ences. In particular, Moxim et al. [1996] indicate that NOx

concentrations increase by up to a factor or 5 in the remote
lower troposphere and show a spring maximum over areas
of the North Atlantic and North Pacific oceans.

3.5. Ozone

[55] Figure 28 shows the ozone mixing ratio calculated at
the surface level for January and July. As expected, max-
imum mixing ratios reaching 50–60 ppbv are calculated in
summer over polluted regions in the Northern Hemisphere.
This distribution is in agreement with previous modeling

results [e.g., Wang et al., 1998; Hauglustaine et al., 1998;
Horowitz et al., 2003]. We note, however, that surface
ozone is underestimated by 5–10 ppbv over the eastern
United States where biogenic hydrocarbons contribute sig-
nificantly to ozone formation during summer. The impact of
biomass burning emissions is visible in the tropics and
extends downwind of the source regions over the south
Atlantic, the Indian and even Pacific oceans. Because of dry
deposition at the surface and titration by NO, mixing ratios
lower than 20 ppbv are calculated over the continents in the
Northern Hemisphere during winter.
[56] Figure 29 provides an evaluation of the surface

ozone mixing ratio by comparing with measurements at
selected stations. For this specific comparison with surface
measurements ozone has been averaged over the last five
years of the simulation. The simulated seasonal cycle agrees
fairly well with the observations showing a local springtime
maximum at remote sites, a local summertime maximum at
polluted sites and a peak during the biomass burning season
in the tropics. The simulated mixing ratios reproduce
generally well the observed values in extratropical and
midlatitudes in the Northern Hemisphere (Mace Head,
Bermuda, Hohenpeissenberg, Azores, Mauna Loa, Tateno).
The model overestimates the springtime minimum observed
at Barrow and attributed to bromine chemistry [Barrie et al.,
1988; Wang et al., 1998]. In the Southern Hemisphere, the
seasonal cycle is somewhat underestimated by LMDz-
INCA at higher latitudes (Syowa, Cape Grim) and is in
better agreement at lower latitudes (Samoa, Cape Point). In
the tropics, the model tends to overestimate the observed
mixing ratio at several stations (Cuiaba, Natal, Barbados)
but not at Brazzaville. A similar disagreement has also been
noted by Wang et al. [1998] and Hauglustaine and Brasseur
[2001]. The origin of the disagreement is unclear and could
be associated with a too weak ozone photochemical de-
struction over the ocean or surface dry deposition over the
continents. As illustrated by Wang and Shallcross [2000]
and von Kuhlmann et al. [2003], high isoprene concentra-
tions tend to decrease ozone by 5–10 ppbv over South
America and is another possible explanation for the over-
estimate obtained at some stations (Cuiaba, Natal) in
LMDz-INCA.
[57] The zonal mean ozone distribution (Figure 30) shows

higher ozone mixing ratios in the Northern Hemisphere.
Minimum values lower than 15 ppbv are calculated in the
lower troposphere at 50–60 in the Southern Hemisphere. In
the tropics, advection and convective mixing transport
ozone-poor air masses up to the middle and upper tropo-
sphere, and mixing ratios lower than 35 ppbv are calculated
at 10–12 km. Intrusion from the stratosphere is visible
along the isentropes across the subtropical tropopause
discontinuity in both hemispheres. The vertical distribution
of ozone simulated by LMDz-INCA is evaluated against
ozone soundings in Figure 31 and 32. For this comparison
with climatological ozone soundings, the model results have
been averaged over the last 5 years of the simulation as was
done for the comparison with surface O3 measurements.
The measurements are taken from the climatology described
by Logan [1999]. The simulated vertical profiles (Figure 31)
are close to the measurements or within their observed
variability (±1 s standard deviation) at many stations. At
high northern latitudes (Alert, Churchill), the profiles are

Figure 23. Scatterplot of CO calculated and measured at
the CMDL stations ( ppbv). The figure also shows the
correlation coefficient (r2) and slope of the linear regression
(dash-dotted line). The dotted line denotes the 1:1 line.
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fairly well simulated during all seasons except during
summer. During this period, as illustrated previously
(Figure 16), the GCM overestimates the height of the
tropopause and hence ozone is lower than the observations
in the above 300 hPa. A similar problem associated with the
tropopause location has also been encountered by Shindell
et al. [2001]. This problem is still visible at some midlat-
itude stations to a much lesser extent (Hohenpeissenberg)
but not at the Japanese stations (Sapporo). A good agree-
ment is also obtained at several tropical and subtropical
remote stations (Hilo, Samoa). The model tends, however,
to underestimate ozone at stations affected by biomass
burning emissions (Natal, Figure 32). At this station and
others (Ascension, Pretoria, Brazzaville, not shown) the
model also tends to smear out the vertical profiles and to
underestimate ozone in the upper troposphere. These fea-
tures suggest a strong convective diffusion in the GCM as
already pointed out on the basis of the 222Rn evaluation. A
closer insight into the simulated ozone seasonal cycle at
selected stations is provided in Figure 33. On this figure, as
was done by for instance by Hein et al. [2001], we illustrate
the model variability by showing the day-to-day minimum
and maximum ozone mixing ratio over the last five years of

the simulation. This figure confirms the general good
agreement with observations at most stations and the major
discrepancies described above. At high northern latitudes,
the model not only underestimates the monthly mean
mixing ratio in summer in the upper troposphere but also
underestimates the simulated variability at several stations
(Alert, Resolute, Churchill). This low variability in simu-
lated upper tropospheric ozone compared to observations
has also been pointed out by Law et al. [2000] for several
CTMs. In order to investigate the impact of different wind
fields on the ozone variability, we have rerun LMDz-INCA
nudging the wind horizontal components (u, v) toward the
ECMWF assimilated winds with the technique described in
section 2.1.1. For the results reported here we use the winds
for year 1997. Several years have, however, been simulated
(and reported, for example, by Brunner et al. [2003]) and
lead to the similar following findings. As obvious from
Figure 32, the nudging toward ECMWF winds provides a
much larger day-to-day variability in simulated ozone in the
upper troposphere (300 hPa). This feature is not only visible
at high northern latitudes during spring (Alert, Resolute,
Churchill) but also at midlatitude stations (Hohenpeissen-
berg, Sapporo). The constrained dynamics improves the

Figure 24. Distribution of NOx mixing ratio ( pptv) calculated at the surface in January and July. See
color version of this figure at back of this issue.
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Figure 25. Calculated (solid and dashed lines are temporal mean and ±1s standard deviation,
respectively) and measured (during the GTE expeditions (squares)) NOx vertical profiles ( pptv).
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simulation of the tropopause height and higher ozone
mixing ratios are calculated during summer at high-latitude
locations. The use of assimilated winds does not necessarily
improves the overall simulation of ozone in the model. The
increased variability obtained in the upper troposphere
results probably from noise introduced in the wind fields
after the successive interpolations to the LMDz model grid
and, as will be illustrated below, the global and annual
ozone influx from the stratosphere to the troposphere is
significantly increased by the nudged circulation.
[58] As described in section 2.2.5, a ‘‘stratospheric

ozone’’ tracer has been included in LMDz-INCA in order
to estimate the contribution of the stratospheric influx to the
ozone levels calculated in the troposphere. Figure 33
provides such an estimate as a function of season in the
lower and upper troposphere and for both the climatological
and nudged simulations. In the upper troposphere (300 hPa),
more ozone originating from the stratosphere is present in
the nudged version at high northern latitudes in summer.
The seasonal cycle of the stratospheric contribution and
tropopause location is also modified with a more clearly
pronounced maximum during springtime at high latitudes in
the Northern Hemisphere. A similar finding is also obtained
but to a lesser extent in the Southern Hemisphere. In the
lower troposphere (800 hPa), a minimum contribution of

stratospheric ozone of less than 20–25% is predicted during
summer at midlatitudes in the Northern Hemisphere when
photochemical production is at maximum. At high northern
latitudes, a stratospheric contribution reaching more than
60% is calculated during spring. The effect of the nudging is
still visible at this altitude with a stratospheric contribution
larger by 10–15% in this case. In the Southern Hemisphere,
the stratospheric contribution is generally larger than 40%
all year round south of about 40 degrees. In the tropics,
stratospheric ozone contributes for less than 30% during
almost all the year.
[59] Table 7 provides the annual budget of ozone in the

troposphere (defined as the domain extending from the
surface up to 200 hPa) calculated with LMDz-INCA. This
budget is calculated for total odd oxygen (Oz = O3 + O(1D) +
O(3P) + OH + HO2 + NO2 + 2 � NO3 + 3 � N2O5 + 2 �
HNO3 + 2�HNO4) to account for cycling within the family.
However, since O3 is the most abundant component of Oz in
most of the considered domain, the Oz and O3 budgets can be
viewed as equivalent. The global photochemical production
and loss total 4486 and 3918 Tg/yr, respectively. More
than 60% of the production occurs in the Northern Hemi-
sphere. The difference between these two big numbers
provides a net photochemical production of 567 Tg/yr. These
estimates vary significantly among the models. Our esti-

Table 6. Regions Used for the Vertical Profile Evaluation for H2O2, CH3OOH, CH2O, CO, NO, and HNO3
a

Region Latitude Longitude Expedition Date

California 35�N–45�N 125�W–100�W CITE-2 11 Aug. to 5 Sept. 1986
Wallops 30�N–40�N 35�W–25�W CITE-3 22 Aug. to 29 Sept. 1989
U.S. coast East 35�N–45�N 80�W–70�W ABLE 3B 6 July to 15 Aug. 1990
Labrador 50�N–55�N 60�W–45�W ABLE 3B 6 July to 15 Aug. 1990
Pacific North 15�N–35�N 180�W–150�W PEM-West A 16 Sept. to 21 Oct. 1991
Pacific Tropics West 5�S–15�N 155�E–165�E PEM-West A 16 Sept. to 21 Oct. 1991
China coast East 20�N–30�N 115�E–130�E PEM-West A 16 Sept. to 21 Oct. 1991
Japan coast East 25�N–40�N 135�E–150�E PEM-West A 16 Sept. to 21 Oct. 1991
Philippine Sea 5�N–20�N 135�E–150�E PEM-West A 16 Sept. to 21 Oct. 1991
China coast East 20�N–30�N 115�E–130�E PEM-West B 7 Feb. to 14 March 1994
Japan coast East 25�N–40�N 135�E–150�E PEM-West B 7 Feb. to 14 March 1994
Philippine Sea 5�N–20�N 135�E–150�E PEM-West B 7 Feb. to 14 March 1994
Africa South 25�S–5�S 15�E–35�E TRACE A 21 Sept. to 26 Oct. 1992
Atlantic South 20�S–0� 20�W–10�W TRACE A 21 Sept. to 26 Oct. 1992
Africa coast West 25�S–5�S 0�–10�E TRACE A 21 Sept. to 26 Oct. 1992
Brazil East 15�S–5�S 50�W–40�W TRACE A 21 Sept. to 26 Oct. 1992
Brazil coast East 35�S–25�S 50�W–40�W TRACE A 21 Sept. to 26 Oct. 1992
Central United States 35�N–40�N 100�W–95�W SUCCESS 15 April to 15 May 1996
Fiji 30�S–10�S 170�E–170�W PEM-Tropics A 15 Aug. to 20 Sept. 1996
Christmas Is. 0�–10�N 160�W–140�W PEM-Tropics A 15 Aug. to 20 Sept. 1996
Hawaii 10�N–30�N 120�W–100�W PEM-Tropics A 15 Aug. to 20 Sept. 1996
Tahiti 20�S–0� 160�W–130�W PEM-Tropics A 15 Aug. to 20 Sept. 1996
Newfoundland 45�N–55�N 70�W–50�W SONEX 7 Oct. to 12 Nov. 1997
Atlantic East 35�N–45�N 35�W–15�W SONEX 7 Oct. to 12 Nov. 1997
Ireland 50�N–60�N 35�W–15�W SONEX 7 Oct. to 12 Nov. 1997
Fiji 30�S–10�S 170�E–170�W PEM-Tropics B 6 March to 18 April 1999
Christmas Is. 0�–10�N 160�W–140�W PEM-Tropics B 6 March to 18 April 1999
Hawaii 10�N–30�N 170�W–150�W PEM-Tropics B 6 March to 18 April 1999
Tahiti 20�S–0� 160�W–130�W PEM-Tropics B 6 March to 18 April 1999
Easter Is. 40�S–20�S 120�W–100�W PEM-Tropics B 6 March to 18 April 1999

aBased on Emmons et al. [2000].

Figure 26. Calculated (solid and dashed lines are temporal mean and ±1s standard deviation, respectively) and measured
(during the GTE expeditions (squares and triangles)) HNO3 vertical profiles ( pptv). Model results obtained when
convective precipitation is suppressed are also shown for comparison (crosses and long-dashed line).
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Figure 26.
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Figure 27. Percentage contribution of each individual source to the zonal mean NOx mixing ratio
calculated for January and July conditions. See color version of this figure at back of this issue.
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mate is in the range of the numbers compiled by Prather
et al. [2001]. The stratospheric influx contributes for
523 Tg/yr. This value is in the range provided by
previous estimates [Murphy et al., 1993; Gettelman et
al., 1997; McLinden et al., 2000; Prather et al., 2001]. A
slightly higher influx (53%) is calculated in the Southern
Hemisphere. Dry deposition removes 1090 Tg/year. The
photochemical ozone lifetime calculated on the basis
of the tropospheric ozone burden of 296 Tg and the
photochemical destruction is 27.6 days. These budget
terms are given for the last year of the model simulation
and vary only by 1–2% over the last five years of the

simulation. The ozone production and destruction terms
are in the range 4464–4531 and 3901–3962 Tg/yr,
respectively, over the 5 years. The ozone burden ranges
from 295 to 299 Tg over the same period. In the nudged
version of the model, as a consequence of the larger
variability illustrated above which indicates more strato-
spheric air intrusions into the troposphere, a larger influx
of 783 Tg is calculated. Both the ozone photochemical
production and destruction depend on the ozone back-
ground concentrations. In both hemispheres the photo-
chemical loss is increased in the nudged version. The
production slightly decreases in both hemispheres because

Figure 29. Observed (squares) and calculated (solid line is day-to-day variation, and crosses denote monthly mean)
seasonal cycle of O3 mixing ratio ( ppbv) at selected surface stations. Measurements are taken from Oltmans and Levy
[1994] and Logan [1999].

Figure 28. Distribution of O3 mixing ratio ( ppbv) calculated at the surface in January and July. See
color version of this figure at back of this issue.
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Figure 29.
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of a lower [NO]/[NO2] concentration ratio at higher
ozone background levels. Overall, the larger stratospheric
influx leads to a decreased global net ozone photochem-
ical production of 299 Tg.

4. Conclusion

[60] In this paper, we provide a first description and
evaluation of the LMDz-INCA model. This model couples
on-line the Laboratoire de Météorologie Dynamique
general circulation model (LMDz) and the Interaction with
Chemistry and Aerosols (INCA) model. The current
version of LMDz-INCA runs with a horizontal resolution
of 3.8 degrees in longitude and 2.5 degrees in latitude and
19 vertical levels from the surface to the level of 3 hPa. The
model can be constrained by assimilated meteorology
imposing a relaxation of the wind horizontal components
toward ECMWF fields. In this first version of the model, a
CH4�NOx�CO�O3 chemical scheme representative of the
background chemistry of the troposphere is considered. The
model calculates the distribution of tropospheric ozone and
its precursors as well as the main greenhouse gases and
several inert tracers allowing the evaluation of transport
and physical processes. Surface emissions are based on
state-of-the-art inventories and include the contribution
of fossil fuel and biofuel, biomass burning, and natural
(oceanic, soil, continental biosphere) emissions. Lightning
emissions and surface dry deposition velocities are calcu-
lated interactively. The model is run for climatological
conditions and the results are evaluated by thorough com-
parison with available observations.

[61] Several inert or long-lived tracers (CO2, SF6, CFC-11,
85Kr) have been used to evaluate the interhemispheric
exchange time. On the basis of these various tracers, we
derive an exchange time in the range 1.13–1.38 years based
on surface mixing ratios and of 0.70–0.82 years based on
pressure-weighted hemispheric mean mixing ratios. The
comparison with previous work indicates that the model
provides an efficient large-scale transport and mixing and
therefore underestimates the meridional gradient of tracers.
The evaluation of 222Rn with surface stations and selected
vertical profiles indicates that the model reproduces most of
the observed features during summer with a too efficient
mixing out of the boundary layer during winter over
continental stations. Sensitivity simulations performed in
this study have confirmed the importance of convective and
boundary layer mixing on the distribution of tracers. The
model performance in terms of wet scavenging simulation
has been investigated by comparing 210Pb calculated con-
centrations with the measurements. This comparison reveals
that the model captures fairly well the seasonal cycle
observed at many sites. The model tends, however, to
produce a too efficient wet scavenging during summer in
the Northern Hemisphere. This feature is also confirmed by
the comparison of simulated nitrogen wet deposition with
surface network measurements and point toward overesti-
mated precipitation during summer in the Northern Hemi-
sphere in the GCM. Even if the general patterns of the
nitrogen deposition are correctly reproduced by the model,
scavenging of soluble species remains a major source of
uncertainty in current global models. In particular, a sensi-
tivity study performed with the model illustrates the key
role played by convective precipitation on the global-scale
distribution of soluble species.
[62] Calculated greenhouse gas distributions do not feed-

back on climate in this version of LMDz-INCA. The
coupling will be considered in a future version of the model
in order to investigate climate-chemistry interactions. The
evaluation of long-lived greenhouse gas (N2O, CH4) dis-
tributions performed in this study indicates that the a priori
surface emission inventories and oxidants considered in the
present model version provide a reasonable agreement with
observations as far the seasonal cycle and variability of
these species are concerned. The global and annual mean
methane (7.9 years) and methylchloroform (4.6 years)
chemical lifetimes calculated with LMDz-INCA suggest
that the global OH of 12.8 � 105 molecules cm�3 is
possibly too high by about 20% in the model. This dis-
agreement with previous estimates is attributed to the
missing nonmethane hydrocarbons in the model which
tends to decrease the OH/HO2 concentration ratio.
[63] Despite the lack of NMHCs, the model simulates

quite satisfactorily the distribution and seasonal cycle of CO
at remote marine sites and at more polluted continental
locations. The model tends, however, to underestimate CO
in tropical regions and during summer in the Northern
Hemisphere. We attribute this discrepancy to the uncertainty
associated with the estimate of indirect CO surface emis-
sions from biogenic and biomass burning NMHCs as well
as the high OH simulated in LMDz-INCA. The comparison
with observed vertical profiles indicates that NOx concen-
trations are generally well simulated by the model. The
evaluation of HNO3 reveals an overestimate of the measure-

Figure 30. Zonally averaged O3 mixing ratio ( ppbv) cross
sections calculated for January and July conditions. The
dash-dotted line indicates the model tropopause.
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Figure 31. Model-calculated (long-dashed line) and measured (solid and dotted lines are temporal mean
and ±1s standard deviation, respectively) ozone vertical profiles ( ppbv) at eight stations for January,
March, July, and October. Observations were compiled by Logan [1999].
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Figure 31. (continued)
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Figure 32. Measured (solid circles) and calculated (solid line is day-to-day variation, and crosses denote
monthly mean) seasonal cycle of O3 mixing ratio ( ppbv) at 12 stations and at 800, 500, and 300 hPa. Blue,
base case model simulation; red, simulation with the nudged GCM (year 1997). The shaded blue area
provides the day-to-dayminimum andmaximum ozonemixing ratio over the last 5 years of the simulations.
Observations were compiled by Logan [1999]. See color version of this figure at back of this issue.
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Figure 32. (continued)
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ments by a factor of 2 in the model in the polluted boundary
layer. In LMDz-INCA, the fact that PAN and other organic
nitrates are not accounted for is a plausible reason for this
disagreement. The performed sensitivity studies confirm the
importance of lightning as a source of NOx contributing to
50% to the NOx levels in the tropics.
[64] The model reproduces fairly well the distribution of

ozone throughout most of the troposphere. The main
disagreement appears in the Northern Hemisphere upper
troposphere during summer. During this period, LMDz
simulates a cold upper troposphere and overestimates the
height of the tropopause by 30–40 hPa. As a consequence,
ozone is too low at 200 hPa during this season. This
problem is partially resolved in the version of the model

constrained by ECMWF reanalyzed winds. In this case, the
temperature bias in the cold upper troposphere is reduced
and ozone is significantly increased by comparison with the
base case simulation. In this nudged version of the model,
the simulated variability of ozone in the upper troposphere
is also higher, reflecting more frequent stratospheric intru-
sions. In the base case simulation, we calculate a strato-
spheric influx of 523 Tg/yr in the range of recent estimates.
In the nudged version of the model, a higher influx of
783 Tg/yr is obtained.
[65] In summary, LMDz-INCA provides an overall good

representation of the main transport, physical, and chemical
processes controlling the composition of the troposphere.
More detailed versions of INCA including NMHCs, differ-

Figure 33. Stratospheric contribution to the zonally averaged ozone mixing ratio at 800 and 300 hPa as
a function of month (%). (left) Base case GCM simulation; (right) nudged version of the GCM (year
1997). See color version of this figure at back of this issue.
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ent types of aerosols and stratospheric polar chemistry are
currently under development and evaluation. Results from
these new versions of INCA coupled with more complex
versions of the LMDz GCM providing interactions between
climate, chemistry, aerosols, the continental biosphere and
the ocean will be reported in forthcoming studies.
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Figure 8. Gridded composite of lightning flashes (flashes/min) detected by the LIS (December 1997 to
November 2000) and OTD (April 1995 to March 2000) instruments (version 0.1 prepared by Christian et
al. [2003]) for DJF and JJA conditions (upper panels) and lightning flashes calculated by LMDz-INCA
(lower panels).
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Figure 9. Monthly mean O3 and HNO3 surface dry deposition velocity (cm/s) calculated in LMDz-
INCA for July conditions.
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Figure 10. Monthly mean H2 surface dry deposition velocity (cm/s) calculated in LMDz-INCA for
January and July conditions.
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Figure 14. Annual and total (wet + dry) nitrogen deposition calculated with LMDz-INCA (kgN/ha/yr).

Figure 15. Correlation between NO3
� wet deposition (kgN/ha) calculated with LMDz-INCA and

measured from surface networks (measurements reported by Holland et al. (submitted manuscript,
2003)). (left) Northern United States NADP network and (right) Europe EMEP network. The correlation
coefficients (r2) and slopes of the linear fit (dashed line) are provided for both regions. Solid line denotes
the 1:1 line. Red crosses, summer (JJA) data; light blue, fall (SON); dark blue, winter (DJF); and green,
spring (MAM).

D04314 HAUGLUSTAINE ET AL.: INTERACTIVE CHEMISTRY IN LMDZ D04314

19 of 44



Figure 21. Distribution of carbon monoxide (CO) mixing ratio ( ppbv) calculated at the surface in
January and July.
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Figure 24. Distribution of NOx mixing ratio ( pptv) calculated at the surface in January and July.
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Figure 27. Percentage contribution of each individual source to the zonal mean NOx mixing ratio
calculated for January and July conditions.
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Figure 28. Distribution of O3 mixing ratio ( ppbv) calculated at the surface in January and July.
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Figure 32. Measured (solid circles) and calculated (solid line is day-to-day variation, and crosses
denote monthly mean) seasonal cycle of O3 mixing ratio ( ppbv) at 12 stations and at 800, 500, and
300 hPa. Blue, base case model simulation; red, simulation with the nudged GCM (year 1997). The
shaded blue area provides the day-to-day minimum and maximum ozone mixing ratio over the last
5 years of the simulations. Observations were compiled by Logan [1999].
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Figure 32. (continued)
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Figure 33. Stratospheric contribution to the zonally averaged ozone mixing ratio at 800 and 300 hPa as
a function of month (%). (left) Base case GCM simulation; (right) nudged version of the GCM (year
1997).
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