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Abstract

The somewhat counter-intuitive effect of how stratification destabilizes shear flows is reexamined, in what we believe to be the simplest example, in terms of action-at-a-distance interaction between ‘buoyancy-vorticity gravity wave kernels’. The setup consists of an infinite uniform shear Couette flow in which the Rayleigh-Fjortoft necessary conditions for shear flow instability are not satisfied. When two stably stratified density jumps are being added, the flow however becomes unstable. At each density jump the perturbation can be decomposed into two coherent gravity waves propagating horizontally in opposite directions. We show, in detail, how the instability results from a phase locking action-at-a-distance interaction between the four waves (two at each jump), but can as well be reasonably approximated only by the interaction between the two counter-propagating waves (one at each jump). From this perspective the nature of the instability mechanism is similar to the barotropic and baroclinic ones.

Next we add a small ambient stratification to examine how the critical level dynamics alters our conclusions. We find that strong vorticity anomaly is generated at the critical level due to the persistent vertical velocity induction by the edge waves at the jumps. This critical level anomaly acts in turn at-a-distance to decay the edge waves at the jumps. When the ambient stratification is increased, so that the Richardson number exceeds the value of a quarter, this destructive interaction overwhelms the constructive interaction between the edge waves and consequently the flow becomes stable. This effect is manifested when considering the different action-at-a-distance contributions to the energy flux divergence at the critical level. The edge wave interaction is found to contribute toward positive divergence, that is, toward instability, whereas the critical level - edge waves interaction contributes toward an energy flux convergence, that is, toward stability.
1 Introduction

Recently Harnik et al. (2008) developed a ‘buoyancy-vorticity wave interaction approach’ to describe the linear dynamics of stably stratified shear flow. The essence of their view is that in stably stratified flows the buoyancy acts as a restoring force and therefore a horizontal (say zonal) gradient of material displacement generates vorticity in the meridional direction. By inversion such an initial localized vorticity anomaly at some particular layer induces a non-local vertical velocity field which deforms the flow at remote layers, generating vorticity in the far field. The latter, in turn, induces a far field velocity which deforms the initially perturbed layer and consequently alters the initial vorticity anomaly (Fig. 1). Thus, even in the absence of a mean vorticity gradient vorticity inversion and action-at-a-distance are at the heart of stratified shear flow dynamics.

In barotropic and baroclinic shear flows the basic (potential) vorticity building blocks which interact at a distance are the Counter-propagating Rossby Waves - CRWs (Bretherton (1966), Hoskins et al. (1985)). In stratified shear flows the basic building blocks at each level are mixed gravity-Rossby wave kernels that, in the absence of shear curvature, are reduced to two oppositely propagating internal gravity wave vortex sheets. The fact that at each given level two building blocks exist (rather than one CRW kernel in the barotropic/baroclinic case) complicates the dynamics, however this is a direct consequence of the interplay between the buoyancy and vorticity fields.

The two necessary conditions for modal instability of barotropic and baroclinic shear flows are straightforwardly rationalized from the CRW perspective. Mutual amplification between two CRWs are possible only if the mean vorticity gradient at their vicinities changes sign (Charney and Stern (1962) condition). The Fjortoft (1950) condition states that the mean vorticity gradient should be positively correlated with the mean velocity
profile, as measured with respect to the point of zero vorticity gradient. When this condition is satisfied the CRWs are able to counter-propagate against the shear, which allows then to phase lock in their constructive interaction configuration. It is thus easy to understand why these conditions are irrelevant to stratified shear flow. The mechanism of vorticity anomaly generation by horizontal buoyancy gradients is independent of the presence of mean vorticity gradients. Furthermore, at every layer one of the two gravity wave kernels (propagating in opposite directions in the mean flow frame of reference) is always counter-propagating against the mean flow. The Charney - Stern and Fjortoft conditions result, respectively, from the global conservation of pseudo-momentum and pseudo-energy (Shepherd 1990). The equivalent Miles (1961) - Howard (1961) (M-H) necessary condition for stratified shear flow instability (that the Richardson number should be smaller than a quarter somewhere within the domain) does not seem to result from an eddy associated global conservation law, and therefore it is more challenging to interpret. One of the main aims of this study is to gain a deeper insight on this condition from the Kernel Gravity Wave (KGW) interaction standpoint.

The mechanistic picture of the simple barotropic Rayleigh (1880) and the baroclinic Eady (1949) models, in terms of a two-CRW interaction (Heifetz et al., 1999; Davies and Bishop, 1994), served as a guiding line in much more complex shear flows (Heifetz et al. 2004), including the nonlinear eddy life cycles on realistic jets (Methven et al. 2005). Here we follow the same route and examine in detail an equivalent simple model for stratified shear flow of two density jumps in the presence of constant shear\footnote{This setup is even simpler than the Holmboe model (1962), which is often used to address basic questions in stratified shear flows.} (Fig. 2a). After formulating the problem and briefly reviewing the buoyancy-vorticity KGW interaction approach (Section 2), we analyze the four KGW interaction of this problem.
(Section 3). As expected the instability is dominated by the two counter-propagating kernels, however for long wavelengths the other two pro-propagating waves, which must be hindered, contribute as well to the instability.

The common interpretation for the M-H condition stems from the over-reflection perspective, which is based on a cross-shear wave propagation view. Lindzen and Barker (1985) found that the wave geometry which allows over-reflection, and hence instability, must include a critical level (hereafter CL) which separates wave propagating regions from wave evanescence ones. To obtain an evanescence region near the vicinity of a CL the local Richardson number there must be less than a quarter (Booker and Bretherton 1967). When analyzing the index of refraction of wave propagation across the shear in the Taylor-Goldstein equation Lindzen and Barker (1985) found that the wave geometry which allows over-reflection, and hence instability, must include a critical level (hereafter CL) which separates between wave propagation and wave evanescence regions. To obtain an evanescence region at the vicinity of a CL one must have local values of the Richardson number which are smaller than a quarter (Booker and Bretherton 1967). Alternatively, Baines and Mitsudera (1994, see also Baines textbook chapter 4, 1998) used a wave interaction approach, similar to our KGW interaction, but they interpret the suppressing of the instability in terms of absorption of the two waves at the CL between them (a cross shear wave propagation view). Here we interpret this stabilizing effect of the CL purely in terms of counter-propagating kernel-wave interaction.

The M-H condition is obviously satisfied in the simple setup of the two density jumps, since the Richardson number is concentrated in two delta functions there. When increasing slightly the stratification elsewhere, so that the ambient Richardson number increases from zero to a quarter the instability is suppressed, in agreement with the M-H condition.
Nonetheless, it seems counter-intuitive that such weak ambient stratification (a value of quarter compared to delta functions) will dominate over the dynamics of the density jumps. In Section 4 we analyze the destructive effect of the CL consistently from the buoyancy-vorticity action-at-a-distance approach. It is shown how the KGWs at the density jumps generate vorticity at the CL which acts both to destroy itself as well as to mask the constructive interference between the KGWs in the far field. We discuss these results in Section 5.

2 KGW formulation for stratified shear flow

We consider an inviscid, incompressible, Boussinesq, 2D flow in the zonal-vertical (x-z) plane, with a zonally uniform basic state that varies only with height and is in hydrostatic balance. For this setup the linearized momentum and continuity equations become:

\[
\begin{align*}
\frac{Du}{Dt} & = -\overline{U}_z w - \frac{1}{\rho_0} \frac{\partial p}{\partial x} \quad (1a) \\
\frac{Dw}{Dt} & = b - \frac{1}{\rho_0} \frac{\partial p}{\partial z} \quad (1b) \\
\frac{Db}{Dt} & = -w N^2 \quad (1c) \\
\frac{\partial u}{\partial x} + \frac{\partial w}{\partial z} & = 0 \quad (1d)
\end{align*}
\]

\(\overline{U}\) is the mean zonal velocity where the mean shear, \(\overline{U}_z\), is taken to be constant in this study. The linearized material derivative is \(\frac{D}{Dt} = \frac{\partial}{\partial t} + \overline{U} \frac{\partial}{\partial x}\), (\(u, w\)) are the perturbation velocities in the x and z directions and \(p\) is the perturbation pressure. \(\rho_0\) is a constant reference density, \(b = -\left(\frac{\rho}{\rho_0}\right) g\) is the perturbation buoyancy, where \(\rho\) is the density perturbation, and \(g\) being the gravity. The Brunt-Väisälä frequency \(N^2 = -\frac{a}{\rho_0} \frac{dp}{dz} = \overline{b}_z\) is the mean vertical buoyancy gradient where \(\overline{p}\) is the mean density profile.
Equation set (1) yields, after some algebra, the vorticity equation:

\[
\frac{Dq}{Dt} = \frac{\partial b}{\partial x} = -\bar{b}_z \frac{\partial \zeta}{\partial x} \tag{2}
\]

where \( q = \frac{\partial w}{\partial x} - \frac{\partial u}{\partial z} \) is (minus) the perturbation component of the vorticity perpendicular to the zonal-vertical plane and \( \zeta \) is the vertical displacement. Equation (2) simply states that since the buoyancy is a restoring force its tendency to flatten back the deformed isopycnals generates vorticity to the right of the perturbation buoyancy gradient (Fig. 1, see also Fig. 3). By inversion, \( q \) induces a far field vertical velocity that generates vertical displacement which, in turn, generates vorticity in the far field. To formulate this mathematically we look at a zonal Fourier component of the form of \( e^{ikx} \), with wavenumber \( k \), and introduce its streamfunction \( \psi(k, z) \) satisfying: \( u = -\frac{\partial \psi}{\partial z}, w = ik\psi, q = -k^2\psi + \frac{\partial^2 \psi}{\partial z^2} \). Then the vertical velocity at some height \( z \) can be expressed in terms of the integrated contribution of the far field vorticity field

\[
w(z) = \int_{z'} q(z')G(z, z')dz' \tag{3}
\]

where \( G(z, z') \) is the Green function satisfying \(-k^2G + \frac{\partial^2 G}{\partial z^2} = ik\delta(z - z') \) with the appropriate boundary conditions. Here we apply the formulation to open flow whose perturbation vanishes at \( \pm \infty \) so that \( G(z, z') = -\frac{i}{2}e^{-k|z-z'|} \). Writing then

\[
\frac{D\zeta}{Dt} = w = \int_{z'} q(z')G(z, z')dz' \tag{4}
\]

formulates, together with (2), the mathematical description for the action in a distance interaction between the buoyancy \( b = -\bar{b}_z\zeta \), and the vorticity \( q \).

The simplest nontrivial setup of vorticity-buoyancy interaction is of a single stably stratified density jump:

\[
\bar{\rho} = \rho_0 - |\Delta \rho|H(z) \tag{5}
\]
where $H(z)$ is the Heaviside function and the density interface is at $z = 0$. The corresponding mean buoyancy gradient is then:

$$\bar{b}_z = -\frac{g}{\rho_0} \frac{d\rho}{dz} = g\frac{\Delta \rho}{\rho_0} \delta(z) = \Delta \bar{b} \delta(z)$$

(6)

For finite vertical displacement $\zeta$, (2) implies that the vorticity perturbation should be a delta function as well, $q = \hat{q}(x, t) \delta(z)$. Equations (2) and (4) can be then written in the matrix form:

$$\frac{\partial}{\partial t} \begin{pmatrix} \hat{q} \\ \zeta \end{pmatrix} = -ik \begin{pmatrix} \bar{U}_0 & \Delta \bar{b} \\ \frac{1}{2k} \bar{U}_0 \end{pmatrix} \begin{pmatrix} \hat{q} \\ \zeta \end{pmatrix}$$

(7)

where $\bar{U}_0$ is the mean velocity at $z = 0$. The solution of this simple eigen-problem is a superposition of the two Boussinesq internal gravity waves with the intrinsic phase speeds:

$$c^\pm = \pm \sqrt{\frac{\Delta \bar{b}}{2k}} \equiv \pm c_{gr}$$

(8)

$$\begin{pmatrix} \hat{q} \\ \zeta \end{pmatrix} = \zeta_0^+ \begin{pmatrix} 2kc_{gr} \\ 1 \end{pmatrix} e^{-ik(c_{gr} + \bar{U}_0)t} + \zeta_0^- \begin{pmatrix} -2kc_{gr} \\ 1 \end{pmatrix} e^{-ik(-c_{gr} + \bar{U}_0)t}$$

(9)

where $\zeta_0^\pm$ are the vertical displacements at $z = 0$ of the two modes. Hence, the vorticity and the vertical displacement of the eastward (westward) propagating wave, in the mean flow frame of reference, are in (anti) phase, ensuring coherent propagation of the buoyancy and the vorticity fields (Fig. 3). Next, we use these two waves as kernel gravity wave (KGW) building blocks, to examine the interaction between two density jumps (see Harnik et al., 2008, for more details on the KGW formulation).

### 3 Two density jump instability

#### 3.1 Formalism

We consider the density profile of two density jumps located at $z = \pm h$ (Fig. 2a):

$$\bar{\rho} = \rho_0 + |\Delta \bar{\rho}| [1 - H(z - h) - H(z + h)]$$

(10)
Normalizing length by $h$ and time by $1/\overline{U}_z$, equations (2) and (4) become:

$$\left(\frac{\partial}{\partial t} + ikz\right)q = -ik\tilde{R}i\zeta$$  \hspace{1cm} (11a)

$$\left(\frac{\partial}{\partial t} + ikz\right)\zeta = -\frac{i}{2} \int_{z'} q(z')e^{-k|z-z'|}dz'$$  \hspace{1cm} (11b)

where all variables are non-dimensionalized and $\tilde{R}i = \tilde{b}_z/\overline{U}_z^2$ is the Richardson number.

For the two density jump profile

$$\tilde{R}i = \frac{\Delta \tilde{b}}{h(\overline{U}_z)^2}\left[\delta(z - 1) + \delta(z + 1)\right] \equiv \tilde{R}_i[\delta(z - 1) + \delta(z + 1)]$$  \hspace{1cm} (12)

Denoting hereafter level $z = 1$ with the subscript 1 and $z = -1$ with 2, so that

$$q = \hat{q}_1\delta(z - 1) + \hat{q}_2\delta(z + 1)$$  \hspace{1cm} (13)

we write equation set (11) explicitly for the two jumps:

$$\left(\frac{\partial}{\partial t} + ik\right)\hat{q}_1 = -ik\tilde{R}_i\zeta_1$$  \hspace{1cm} (14a)

$$\left(\frac{\partial}{\partial t} + ik\right)\zeta_1 = -\frac{i}{2}(\hat{q}_1 + \hat{q}_2 e^{-2k})$$  \hspace{1cm} (14b)

$$\left(\frac{\partial}{\partial t} - ik\right)\hat{q}_2 = -ik\tilde{R}_i\zeta_2$$  \hspace{1cm} (14c)

$$\left(\frac{\partial}{\partial t} - ik\right)\zeta_2 = -\frac{i}{2}(\hat{q}_1 e^{-2k} + \hat{q}_2)$$  \hspace{1cm} (14d)

and the intrinsic gravity wave speed in (8) is normalized to $c_{gr} = \sqrt{\tilde{R}_i/2k}$. By definition the two KGWs at each interface must preserve their eigen-structure of (9):

$$\hat{q}_{1/2}^\pm = \pm\sqrt{2k\tilde{R}_i}e_{1/2}^\pm$$  \hspace{1cm} (15)

where as before the ± superscript indicates the sign of the KGW associated intrinsic propagation speed. Since the vorticity and the displacement at each interface are superpositions of the two KGWs ($\hat{q}_{1/2} = \hat{q}_{1/2}^+ + \hat{q}_{1/2}^-$, $\zeta_{1/2} = \zeta_{1/2}^+ + \zeta_{1/2}^-$), equation set (14) can
Equation set (16) is straightforward to interpret. The mean normalized velocity at the interfaces is $\overline{U}(\pm 1) = \pm 1$, hence in the absence of interaction with the KGWs of the opposed interface (when the RHS are zeros), $\zeta_1^+$ and $\zeta_2^-$ tend to propagate in the direction of the mean flow whereas $\zeta_1^-$ and $\zeta_2^+$ propagate counter it. Each KGW, by construction, does not interact with the other KGW of the same interface, but with the two KGWs of the opposed one. The interaction coefficient $\sigma \equiv \frac{e^{2kRi}}{4\sqrt{2kRi}}$, results from the vorticity-displacement production relation (15), and the exponential evanescence of the induced vertical velocity as represented by the Green function, where the additional division by factor two results from the equi-partition of the vorticity at each interface between the two KGWs. The $-i$ prefix on the RHS indicates that the vertical velocity is induced a quarter-wavelength to the right of the vorticity, recalling that for $\zeta^+$ the vorticity and the displacement are in phase whereas for $\zeta^-$ they are anti phased (hence the minus sign before $\zeta^-$, equation 15).
3.2 Results

The eigen-value solution of (16), for normal modes of the form of $e^{ik(x-ct)}$, yields the dispersion relation

$$c = \pm \sqrt{c_{gr}^2 + 1 \pm 2c_{gr}\sqrt{1 + \left(\frac{\sigma}{k}\right)^2}}$$

Without interaction ($\sigma = 0$) the solution is reduced to the four uncoupled modes: $c = \pm (c_{gr} \pm 1)$. For $\sigma \neq 0$ instability is obtained when $2c_{gr}\sqrt{1 + \left(\frac{\sigma}{k}\right)^2} > c_{gr}^2 + 1$. The unstable modes are stationary, $c_r = 0$, experiencing a growth rate of $kc_i = k\sqrt{-(c_{gr}^2 + 1) + 2c_{gr}\sqrt{1 + \left(\frac{\sigma}{k}\right)^2}}$.

Figure 4a shows the growth rate as a function of $(k, \widehat{Ri})$. As can be seen a global maximum for the growth rate is obtained when $(k, \widehat{Ri}) \approx (0.5, 1)$. The wavenumber range of instability shrinks as $\widehat{Ri}$ increases and is shifted to higher wavenumbers. For $\widehat{Ri}$ smaller than unity only a short wave cutoff exists whereas for $\widehat{Ri}$ larger than unity both short and long-wave cutoffs exist. The unstable and stable modes come in conjugate pairs. The growth rate of these modes as well as the real phase speed of the four modes are shown for representative values of $\widehat{Ri}$ in the two left columns of Fig. 5.

The amplitude ratios and the phase differences between the four KGWs for the unstable modes (and its continuation to the neutral regions at the two sides of the cutoffs) are shown in the two right columns of Fig. 5 (normalized with respect to $\zeta_{-1}^1$). In the unstable region the two counter-propagating waves ($\zeta_1^-, \zeta_2^+$) have equal amplitudes. The pro-propagating waves ($\zeta_1^+, \zeta_2^-$) are also of equal amplitude, smaller by a factor $\chi$ (Fig. 4b). Each counter-propagating wave is aligned in anti-phase (both in vorticity and displacement) with the pro-propagating wave of the opposed level so that $(\zeta_1^+, \zeta_2^-) = -\chi(\zeta_2^+, \zeta_1^-)$. The two counter-propagating waves are in phase in their displacement (and anti-phased in their vorticity) at the long-wave cutoff and anti phased in their displacement (and in phase
in their vorticity) at the shortwave cutoff. In between, the upper counter-propagating wave displacement (vorticity) is shifted eastward (westward) with respect to the lower counter-propagating one. A schematic of the KGW setup for the case where the counter-propagating waves are in quadrature is drawn in Fig. 6. Next we wish to interpret these results from the KGW interaction point of view.

The first question that might arise is why the pro-propagating kernels are present at all in the growth mechanism. For comparison, in the analogous barotropic Rayleigh and baroclinic Eady models, only counter-propagating Rossby waves exist and they are phase locked to yield unstable modes, similar to the counter-propagating waves \((\zeta_1^-, \zeta_2^+)\) of our setup. The reason lies in the fundamentally different action-at-a-distance mechanism between these problems. In the barotropic/baroclinic cases the induced velocity field generates vorticity at a distance by advecting the local mean (potential) vorticity gradient, so that the displacement and the vorticity anomalies are either in phase or anti-phased according to the sign of the mean vorticity gradient. In our problem, the induced velocity deforms the buoyancy in the far field, while vorticity is only subsequently induced in quadrature, by the new horizontal buoyancy gradients. This initial pure buoyancy anomaly necessarily excites both KGWs. Furthermore, in order to get growth the buoyancy (or displacement) fields cannot be fully in phase or in anti-phase with the vorticity field, hence they cannot be described solely by the counter-propagating kernel. To see this mathematically we write the displacement and vorticity in terms of their amplitudes and phases \((\zeta = Ze^{i\theta}, q = Qe^{i\alpha})\) and substitute a modal solution in the vorticity generation equation (2). Then by taking the ratio between the imaginary and the real parts of (2) we obtain

\[
\tan (\theta - \alpha) = \frac{c_i}{c_r - U}
\]  

\[18\]
In our setup \( \tan (\theta - \alpha) = \mp c_1 \) for levels \( z = \pm 1 \), so that (everywhere outside the critical level) \( c_i \neq 0 \) is obtained only when \( (\theta - \alpha) \neq (0, \pi) \). Since the pro-propagating waves must exist to obtain growth, but also must be phase locked, they must be hindered by the counter-propagating waves of the opposed level. The induced velocity by the latter on the former should be strong enough (hence the amplitude ratio \( \chi \)) and in opposite signs (hence the anti-phased alignment) to overcome the pro-propagation tendency of the former (Fig. 6). Since for the unstable modes \( (\zeta_1^+, \zeta_2^-) = -\chi (\zeta_2^+, \zeta_1^-) \), the four KGW equations (16) can be reduced (without approximation) into two equations for the two counter-propagating KGWs:

\[
\begin{align*}
\left[ \frac{\partial}{\partial t} + ik(-\tilde{c}_{gr} + 1) \right] \zeta_1^- &= -i\sigma \zeta_2^- \\
\left[ \frac{\partial}{\partial t} + ik(\tilde{c}_{gr} - 1) \right] \zeta_2^+ &= i\sigma \zeta_1^-
\end{align*}
\] (19a)

where \( \tilde{c}_{gr} = c_{gr} - \chi \frac{\sigma}{k} \), is the counter-propagating KGW intrinsic phase speed, reduced by the hindering effect of the anti-phased pro-propagating wave at the opposed boundary. Writing \( \zeta_1^- = Z_1^- e^{i\epsilon_1^-}, \zeta_2^+ = Z_2^+ e^{i\epsilon_2^+} \) and substituting it in equation set (19), the real parts yield the instantaneous KGW growth rates:

\[
\begin{align*}
\frac{\dot{Z}_1^-}{Z_1^-} &= \frac{Z_2^+}{Z_2^+} \sigma \sin (\Delta \epsilon), & \frac{\dot{Z}_2^+}{Z_2^+} &= \frac{Z_1^-}{Z_1^-} \sigma \sin (\Delta \epsilon)
\end{align*}
\] (20a,b)

while the imaginary parts yield the instantaneous KGW phase speeds:

\[
\begin{align*}
c_1^- &= -\frac{\dot{\epsilon}_1^-}{k} = (1 - \tilde{c}_{gr}) + \frac{Z_2^+}{Z_1^-} \sigma \cos \Delta \epsilon, & c_2^+ &= -\frac{\dot{\epsilon}_2^+}{k} = -(1 - \tilde{c}_{gr}) - \frac{Z_1^-}{Z_2^+} \sigma \cos \Delta \epsilon
\end{align*}
\] (21a,b)

where \( \Delta \epsilon = \epsilon_2^+ - \epsilon_1^- \). For modal growth rate, \( kc_i = \frac{\dot{Z}_i^-}{Z_i^-} = \frac{\dot{Z}_i^+}{Z_i^+} \), thus it is obvious that the KGWs have equal amplitudes so that \( kc_i = \sigma \sin (\Delta \epsilon) \). In order for the waves to be phase locked, \( c_r = c_1^- = c_2^+ \), the waves should be stationary with phase locking \( \Delta \epsilon \), satisfying
\[
\cos(\Delta \epsilon) = \frac{\bar{c}_{gr}-1}{\bar{f}}.
\]
Thus, the KGW dynamics is just like the two counter-propagating Rossby waves in barotropic and baroclinic instability, except that the intrinsic phase speed is proportional to the square root of the wavelength (rather than the wavelength itself for the Rossby kernels) and is somewhat hindered by an opposed anti-phased kernel.

For small wavenumbers the single counter-propagation phase speed is large (eq. 8) and the KGWs need to be anti-phased in order to hinder each other’s counter propagation (Fig. 4c). Furthermore, the opposed pro-propagating kernel amplitude is large as well (Fig. 4b) to amplify the hindering. Since the counter-propagation speed is also proportional to \(\tilde{Ri}\), as it increases, such hindering can maintain phase locking only for larger wavenumbers, hence a long-wave cutoff is established for \(\tilde{Ri} > 1\) (Fig. 4a). As the wavenumber slightly increases the additional hindering effect by the opposed anti-phased kernel allows the KGWs to be in a hindering-growing configuration \((0 < \Delta \epsilon < \pi/2)\). Ignoring this effect (by taking \(\chi = 0\)) prevents modal growth in this range (first column of Fig. 5). For larger wavenumbers the amount of hindering required for phase locking is reduced and the KGWs can be shifted towards a more amplifying configuration, which becomes optimal when \(\Delta \epsilon = \pi/2\) (Fig. 6). This occurs for wavenumbers and Richardson numbers that satisfy \(\bar{c}_{gr} = 1\), which is when each KGW (with its anti-phased opposed one), counter-propagates with a speed which balances exactly the mean flow speed. For even larger wavenumbers the counter-propagation speed is overwhelmed by the mean flow and the KGWs need to be in a helping-growing configuration \((\pi/2 < \Delta \epsilon < \pi)\). In this range the hindering effect of the pro-propagating waves interferes with the phase locking and therefore \(\chi\) decreases (Fig. 4b). Eventually the wavenumber becomes too large for effective phase locking (both because the counter-propagation speed and the interaction coefficient \(\sigma\) decrease with the wavenumber) and a shortwave cutoff is established. Increasing the
Richardson number increases the counter-propagation speed and hence shifts both the long-wave and shortwave cutoffs to higher wavenumbers but also shrinks the transition between them.

Summarizing this part of the analysis, we examine in detail Baines and Mitsudera’s (1994) action-at-a-distance paradigm to stratified shear flow instability, in the simplest model we could construct. This model shares many similarities with the baroclinic Eady (1949) and barotropic Rayleigh (1880) models, but is fundamentally different in the sense that it does not satisfy the Rayleigh-Fjortoft conditions for instability, and that each interface supports two edge waves rather than one. Although the dynamics is more complex, the essence of the instability is the same – it is dominated by the phase locked constructive interaction between the two counter propagating edge waves.

These three models however, do not contain a critical level (they do contain a steering level in the middle, where \( \bar{U} = c_r \), but the vorticity perturbation is zero there). Therefore, in the next session we proceed by adding a small ambient stratification to the two density jumps (Fig. 2b), to examine the effect of the CL on the instability from the vorticity-buoyancy action-at-a-distance perspective.

### 3.3 Connection with the Miles Howard Criteria

One motivation of this study, is to establish that the counter propagation of gravity waves explain the destabilisation of shear flows by stratification. Here destabilisation is in the sense that flows that do not satisfy the Rayleigh-Fjortoft conditions can be unstable when there are density vertical gradients. The example we treat in this section is to our knowledge the simplest configuration that explains this destabilization. The profiles we use are nevertheless discontinuous, whereas the M-H condition is related to continuously
stratified flow. To circumvent this last difficulty, we can either adapt the M-H criteria to discontinuous profiles, or to find continuous density profiles that are unstable and that strongly resemble to our density jumps.

To adapt the M-H criteria to the discontinuous case, we can return to the M-H integral (Eq.4.3.3 in Baines 2004) and place into it our density profile. When doing so we the necessarily condition requires that

\[
\int \left( |\phi_z|^2 + k^2 |\phi|^2 \right) \, dz + \hat{R}i \left[ \left( \frac{|\phi|^2}{|z-c|^2} \right)_{z=-1} + \left( \frac{|\phi|^2}{|z-c|^2} \right)_{z=1} \right] = \frac{1}{4} \int \frac{|\phi|^2}{|z-c|^2} \, dz
\]

, where \( \phi = \frac{\psi}{\sqrt{(z-c)}} \).

**EYAL:** Here above I do not see exactly which conclusion you can get from this equation! But I put there what was a note after Eq. 12, in the previous version.

To find a continuous situation that resemble our density jumps, we will take for the density distribution

\[
p = \rho_0 - \frac{|\Delta p|}{2} \left[ \frac{\tanh \frac{z-h}{\epsilon h}}{\epsilon h} + \frac{\tanh \frac{z+h}{\epsilon h}}{\epsilon h} \right]
\]

where \( \epsilon > 0 \) is a tunable parameter measuring the relative depth of the layers where the density varies compared to the distance between these layers. Hence, this continuous profile becomes equivalent to (10) in the limit \( \epsilon \to 0 \). In this profile the search for normal modes consist in solving the Taylor-Goldstein equation

\[
(z - c)^2 \left( \psi_{zz} - k^2 \psi \right) + Ri \psi = 0
\]

where

\[
Ri = \hat{R}i \left( \frac{1 - \tanh^2((z-1)/\epsilon)}{2\epsilon} + \frac{1 - \tanh^2((z+1)/\epsilon)}{2\epsilon} \right)
\]
To evaluate $c$ we will next proceed numerically using a shooting method and use that for $z >> 1$ $\psi \approx e^{-kz}$. Starting for instance from $z = 10$, the Taylor Goldstein Eq. is integrated downward to $z = -10$ and using the Brankin et al. (1991) Runge-Kutta library subroutine. For a given $k$ the values of $c$ are then those for which the numerical integration gives $\psi \approx e^{kz}$ within a very good approximation still at $z = -10$ (here the values $z = \pm 10$ for the start and the end points was found to be accurate enough, the results are not sensitive to an increase or to a moderate decrease of these bounds).

The results for the growth rates, of the unstable modes with $c_r = 0$ and for various horizontal wavenumber are in Fig. 1a. Comparison with the exact results for the density jumps in the left column of Fig. 5, show excellent agreement. The Fig. 1b shows the vorticity distribution $q$ for the most unstable mode (black line) together with the background gradient of density (green line). The comparison between these two curves shows that the vorticity anomalies stay confined to the layers where the density varies. The phase of $q$ (red in Fig. 1b) shows that the the phase difference between the upper and lower is around $3\pi/2$ (or $-\pi/2$) which means that the upper layer is almost in lead quadrature with the lower layer, as is the case for the corresponding mode for the density jumps in Fig. 4c (see also Fig. 8).

4 Suppression of instability by ambient stratification

We consider the density profile of Fig. 2b:

$$\bar{\rho} = \rho_0 + |\Delta \bar{\rho}|[1 - H(z - h) - H(z + h)] - z|\bar{\rho}_z|_{amb}$$  \hspace{1cm} (22)
\(|\bar{\rho}_z\)_{amb} = \text{const}\) where the ambient Richardson number (outside the jumps) satisfies

\[0 < Ri_{amb} = -\frac{\bar{\rho}_z|\bar{\rho}_z|_{amb}}{(\bar{\rho}_z)^2} < \frac{1}{4},\]

so that

\[Ri(z) = Ri_{amb} + \hat{Ri}\[\delta(z - 1) + \delta(z + 1)] \quad (23)\]

We find the normal mode solutions of this setup both by numerical discretization of equations (2) and (4) (Appendix-A), and by converting them to the Taylor-Goldstein equation and solving the latter analytically (Appendix-B). The agreement between the two methods of solution is excellent (the two solutions for \(\hat{Ri} = 2, Ri_{amb} = 0.2\) and \(k = 1.07\) differ at most by 0.46%). As in the previous setup four discrete normal modes exist, for each zonal wavenumber, where the growing and decaying modes (if they exist) come in conjugate pairs.

Figure 7 shows the dispersion relation for the growing and decaying modes as \(Ri_{amb}\) increases gradually from zero to 1/4. We choose to show the case where \(\hat{Ri} = 2\) since in the absence of ambient stratification the dispersion relation includes a distinct long wave cutoff and the role of the pro-propagating edge waves (hereafter EWs) is negligible, c.f. the upper row of Fig.5 (the pro-propagating EWs were found to be unessential to the dynamics with ambient stratification). As \(Ri_{amb}\) increases the growth rate decreases, and the spectrum emitting the instability shrinks and is shifted towards higher wavenumbers. As expected from the M-H criterion the instability ceases when the Richardson number becomes larger than a quarter everywhere in the flow. In Fig. 8 we show the structure of the amplitudes and phases of the vorticity and the vertical displacements, for a specific wavenumber \((k = 1.07)\), and for various values of \(Ri_{amb}\). The EWs hardly change with \(Ri_{amb}\), the vorticity EWs remain tilted against the shear, by approximately a quarter of wavelength, and the displacement of the lower (upper) EW is almost in (anti) phase with its vorticity. Although the ambient stratification is constant everywhere in the domain the
vorticity and the displacement are concentrated at the critical layer whose width decreases as the value of $Ri_{amb}$ approaches a quarter (e.g. Fig. 8).

This structure, which is drawn for $Ri_{amb} = 0.249$ in Fig. 9, can be understood from the vorticity-buoyancy view when considering first the vertical displacement profile in the absence of ambient stratification. Although the vertical velocity resulting from the combined induction of the two EWs is minimized at the CL (due to the evanescence of the Green function), the vertical displacement is maximized there. This is because the fluid at the CL is phase locked with the two EWs and therefore its vertical displacement is amplified persistently (eq. (4) yields that $\zeta = \frac{w}{ik(U-c_r)+kc_i} = \frac{w}{kc_i}$ at the CL). In the presence of ambient stratification the vertical displacement at the CL deforms the isopycnal surfaces and hence generates strong vorticity a quarter wavelength to its right in a standing wave-like fashion ($q = i\frac{Ri_{amb}}{c_i}\zeta$, eq. 2, Fig. 9, and c.f. Appendix-B in Harnik et al., 2008).

Adding a small background stratification thus adds a third active region to the 2-jump dynamics. It would simplify things, conceptually, to represent the CL region as a single standing-wave kernel with a structure at the exact center of the CL ($q$ and $\zeta$ in quadrature both in space and time, c.f. appendix B of Harnik et al 2008). To verify that dynamically we can do that, we calculate the vertical velocity induced by the entire CL (the region where $q$ and $\zeta$ are strongly phase-tilted with height), and compare it to the vertical velocity induced by a delta function vorticity at the CL center. While the delta function induces an untilted $w$ field, the highly-structured CL region induces a $w$ that is slightly phase tilted at the CL region, so that there is a small phase difference between the vertical velocity induced at the two jumps. However, this phase difference is tiny (0.012$\pi$ for $Ri_{amb} = 0.225$ and less than 0.0005$\pi$ for $Ri_{amb} = 0.249$), so that essentially the CL level region affects the flow like a single kernel at its center. The similar affect
is due partly to the strong amplitude decay away from the CL center, and partly to the strong phase tilting which causes the top and bottom parts of the CL to largely cancel each other’s influence at a distance.

Looking at a schematic illustration of a 3-kernel representation of the configuration of figure 9, drawn in figure 10, it is clear that if the induced vertical velocity field from the two kernels is shifted by a quarter wavelength, symmetry yields that the maximum induced displacement at the CL, should be one eighth wavelength in between the two edge waves. Then the vorticity anomaly at the CL, generated in quadrature in response to the induced displacement, induces a vertical velocity anomaly, which tends to oppose the existing displacement anomaly at all levels. Since this CL-induced vertical velocity is not exactly in anti-phase with the EW displacements, it also tends to shift the EW in the direction counter the shear (a hindering effect). Moreover, the CL-induced displacement anomaly also acts to decrease the existing CL vorticity anomaly, through the buoyancy restoring force.

As $Ri_{amb}$ approaches a quarter, the vorticity at the CL approaches infinity and its induced destructive velocity completely masks the constructive interference between the two EW vorticity delta functions\(^2\). The unstable mode which last survives is that for which the EWs are in the optimal constructive interference phase of $\pi/2$ (which is of wavenumber $k = 1.07$, shown in Figs. 8-10). As $Ri_{amb}$ crosses a quarter all modes become neutral. This schematic picture is slightly altered by the integrated effect of the non zero vorticity kernels outside the CL and the edges. These kernels are in phase with their

\(^2\)This argument is somewhat circular for normal modes since as the growth rate goes to zero, (2) indicates that the CL vorticity goes to infinity, therefore it is difficult to differ between cause and effect. For this reason we simulate the evolution towards the normal modes from various initial conditions, including beginning from the phase locked EWs with zero ambient vorticity. The simulations (not shown here due to lack of space) indicate indeed that the CL is the region which is persistently amplified by the edge waves, and as the CL vorticity grows it acts to decay the edge waves.
adjacent edges (Fig. 8) and therefore act to help them to counter propagate against the shear. This effect overwhelms the opposed hindering by the CL and consequently the unstable regime is shifted toward the helping regime in the dispersion relation as $Ri_{amb}$ increases (Fig. 7). The other difference is that when $Ri_{amb} < 1/4$ the CL is actually a layer with a finite width (Fig. 9). Nonetheless its overall effect remains destructive.

The destructive role of the CL seems surprising in light of the fact that this is the only place in the flow where energy is extracted from the mean flow (Lindzen and Tung, 1978). For the barotropic/baroclinic case Harnik and Heifetz (2007) showed that the counter propagating Rossby wave kernels, adjacent to the CL, are governed by the action-at-a-distance from remote dominating kernels. Next we show that this is also the case for the stably stratified shear setup. Lindzen and Tung (1978) and Lindzen and Barker (1985) looked at the energy flux carried by propagating waves (across the shear) at the vicinity of the CL and found that energy flux diverges at the CL when over-reflection occurs. To inspect the energy flux they applied the Eliassen-Palm (1960) first theorem (strictly valid for steady flow but they assumed a small growth rate):

$$\overline{pw} = -\rho_0(\overline{U} - c)\overline{uw}$$

(24)

(where the bar denotes zonal averaging). For positive shear, energy flux divergence ($\overline{pw} > 0$ above the CL, and $\overline{pw} < 0$ below it) is obtained when the momentum flux $\overline{uw} < 0$ at both its sides (and thus the energy growth, $-\overline{uw}U_z$, is positive there). This view of the CL and energy extraction from the mean flow arises naturally in the over-reflection view of things. Here we view this energy flux divergence at the CL using our kernel action-at-a-distance approach to gain further insight into the relative contribution of the CL and EWs. Toward this end we first develop an understanding of the the kernel action-at-a-distance contribution to the momentum flux $\overline{uw}$.
By definition, the zonal and vertical velocities induced by a single kernel are in quadrature and therefore do not contribute to the momentum flux \( \overline{uw} \). Therefore, from the KGW perspective, the momentum flux is inherently non-local as it results from the interaction between different kernels. If we denote the contribution to the momentum flux at some level \( z \), from two kernels located at \( z' \) and \( z'' \), as \( [uw(z', z'')]_z \), then if \( z \) is sandwiched between the kernels, \( z'' > z > z' \), figure 11 indicates that the momentum flux is negative (positive) if the kernels’ vorticity is tilted westward (eastward) with height. Furthermore, the kernels’ contributions are even in the sense that 
\[
[uw(z', z'')]_z = [uw(z'')]_z = 2[uw(z')]_z.
\]
Moreover \( [uw(z', z'')]_z \) is independent of height everywhere between the two kernels (if \( z \), for instance, is closer to the upper kernel from below the weaker contribution from the lower kernel is compensated by the stronger contribution from the upper one). In contrast, outside the kernels (\( z > z'' \) or \( z < z' \)) the contribution is vanished since 
\[
[u(z')w(z'')]_z = -[u(z'')w(z')]_z.
\]
Applying the cases of figure 11 to our problem, as presented for example in figures 8-10, it is clear that the interaction between the two EWs (tilted westward, against the shear) yields a negative contribution to \( \overline{uw} \) in between them and hence a positive contribution to the energy growth. Thus, the mutual amplification between the two kernels can also be expressed by a positive contribution to the energy flux divergence at the CL. The kernel at the CL is tilted with the shear relative to both edge waves and therefore the interaction between the EWs and the CL contribute toward positive \( \overline{uw} \) and hence toward energy flux convergence at the CL. Furthermore, since the vorticity at the critical layer (having a small finite width) is tilted with the shear it contributes toward a positive momentum flux.

In Appendix-C we derive the overall integrated expression for the momentum flux in
terms of kernel interaction to be
\[
\bar{uw} = - \int_{z'=-\infty}^{z} \int_{z''=z}^{\infty} Q(z')Q(z'') \sin[\alpha(z'') - \alpha(z')]e^{-k(z''-z')}dz'dz''
\] (25)

As a quantitative example we compute \(\bar{uw}\) for the solution with \(k = 1.07, \text{Ri}_{\text{amb}} = 0.24\) (which is similar to that shown in Fig. 9), and calculate \(-\bar{uw}\) at \(z = \pm 0.0308\), which are the edges of the critical layer. Normalizing \(-\bar{uw}\) to unity there we decompose the contribution into the upper-lower EW-EW interaction (which includes also the in phase ambient kernels in their vicinities); the overall upper and lower EWs interaction with the CL (EWs & CL); and the integrated kernels contribution within the critical layer (denoted as CL & CL). The budget becomes:

\[
-\bar{uw} = 1 = (EW & EW) + (EW & CL) + (CL & CL) = 78.08 - 76.8 - 0.28
\] (26)

The (EW & EW) positive contribution is almost balanced by the (EW & CL) and indeed the mode is only slightly unstable.

EYAL: This is much better but still not quite clear. at which altitude this budget for \(\bar{uw}\) apply. If it is for \(\int uw dz\) than it is wonderful, and should be really said. On top, say which altitudes \(z\) and \(z''\) are taken to evaluate the separate contribution (EW & EW), ect... As this the corner stone of your discussion, it is mandatory to explain those thinks more clearly.

5 Summary and discussion

The dynamics of linear shear flow can be examined from a wave theory perspective or alternatively from a field theory one. These two perspectives are very different from each other. The former views the dynamics in terms of the ability of waves to propagate/decay/become
absorbed/become reflected or over-reflected, in different regions across the shear. The latter views the dynamics in terms of instantaneous action-at-a-distance interaction across the shear, between different remote vorticity waves propagating against the shear (but not across it). Each of the perspectives is valid, of course, and preferring one to the other is in some sense a matter of personal taste. For barotropic and baroclinic instabilities large bodies of literature exist for the two perspectives and recently Harnik and Heifetz (2007) related them, to obtain a deeper understanding of the instability mechanism. For stratified shear flow however, most of the research literature takes the wave theory point of view. This current study continues the work of Baines and Mitsudera (1994), and Harnik et al. (2008), in an attempt to establish a coherent field theory perspective to stratified shear flow instability.

The need for such a perspective arises since the basic intuition associated with the Miles-Howard criterion – that the shear acts to destabilize the flow while the stratification acts to stabilize it – fails when considering a simple setup of Boussinesq plane Couette flow with two density jumps. Without the jumps the flow is sheared and unstratified, yet is neutral with respect to modal perturbations. Counter-intuitively, it is destabilized when stable stratification is added. This setup is analogous in some aspects to the baroclinic Eady model. There the over-reflection view (wave theory) seems a bit artificial, while the Rossby edge wave interaction view (field theory) seems more natural.

Opposed to the Eady (1949) model, where the Rossby EWs are generated by potential vorticity gradients, here the vorticity EWs are gravity waves generated by buoyancy gradients. In the Eady model each interface supports one counter-propagating Rossby wave, whereas here two gravity waves exist at each density jump, one counter propagating and one pro-propagating with the mean flow. Although this complicates the dynamics and
although the wave generation mechanism is different, we showed in detail that the essence of the instability is the same as in the Eady model. The two counter propagating waves, one from each interface, dominate the dynamics as they phase lock each other in a growing configuration. The role of the pro-propagating waves was found to be minor (mainly in expanding the spectral range of instability in the low wavenumbers hindering regime). These results are in line with the view of Baines and Mitsudera (1994).

This simple setup by itself emphasizes the subtleties associated with the M-H criterion. A single density jump in a plane Boussinesq Couette flow satisfies the M-H necessary, but insufficient, condition for instability (since the Richardson number is a delta function there and zero elsewhere), nonetheless the flow is neutral. Only when another density jump is added, so that gravity waves can interact constructively in a distance, the flow becomes unstable. Furthermore, it seems strange that if we add an ambient stratification in between the density jumps, so that the ambient Richardson number exceeds the small value of a quarter (compared to infinity in the two jumps) the instability is shut down. The explanation of Baines and Mitsudera (1994), that the waves are then absorbed by the critical level and hence are heavily damped, mixes arguments from the two perspectives. Here we used the field-theory KGW formulation derived by Harnik et al (2008), which can be applied to continuous stratification as well, to show that the CL is the region which is persistently amplified by the edge waves, simply because fluid parcels there have no relative zonal motion with respect to the locked EWs (this is supported by initial value simulations that are not presented here due to lack of space). Hence, although the ambient stratification is small and uniform everywhere, at the CL the particle displacement anomalies are large, so that the resulting buoyancy generation of vorticity is also large. The resulting continuous dynamics structure can be simplified to a three-kernel dynamics
two counter propagating EWs at the interfaces and one standing wave kernel at the CL.

From this perspective, the CL does not “absorb” the two interacting waves, rather it acts to induce a third kernel which decreases the two mutually amplifying kernels. This instability is allowed only when the CL effect is weak enough, that is when the Richardson number is smaller than a quarter. This destructive role of the CL may seem surprising, when recalling that the CL is the only place in the flow where energy flux is diverged, hence where energy is being yanked from the mean flow to the the perturbation. The kernel formulation provides a rigorous way to compute the action-at-a-distance contribution of the remote kernels to the Energy flux. It then turns out that it is the interaction between the two EWs that contributes toward positive energy flux divergence at the CL, while the interaction between the CL kernel and the EWs contributes toward energy flux convergence, therefore toward stabilization of the flow (a similar effect has been observed by Harnik and Heifetz in barotropic and baroclinic shear flows).

To conclude, we investigated one of the simplest setups for stably stratified shear flow instability and still the physical mechanism of the instability is far from being simple. A possible reason for that is that the M-H theorem is necessarily spectral (one must assume a-priori a modal solution to obtain the condition), hence is not derivable from Hamiltonian considerations (Shepherd, 1990). This stands in contrast to barotropic and baroclinic shear flows whose instability conditions can be derived from globally conserved Hamiltonians (Heifetz et al., 2009).
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APPENDIX A

Numerical modal solution of the vorticity-displacement equations

Discretizing the normalized version of equations (2) and (4) yields:

\[
\frac{\partial}{\partial t} + ikz_j q_j = -ik R_i \zeta_j \quad (A1)
\]

\[
\frac{\partial}{\partial t} + ikz_j \zeta_j = \sum_{n=1}^{N} q_n G_{j,n} \quad (A2)
\]

The domain is taken between \((-3.5, 3.5)\) to assure no numerical boundary effect (the density jumps are located at \(z = \pm 1\)). \(N = \frac{7}{\Delta z} + 1 = 1751\), is the number of points where sufficient accuracy is obtained for \(\Delta z = 4 \times 10^{-3}\). The Richardson number profile of (23) is discretized so that \(R_i(z = \pm 1) = \hat{R}_i/\Delta z\) and \(R_i(z \neq \pm 1) = R_i_{amb}\), elsewhere. The discretized Green function is \(G_{j,n} = -\Delta z \cdot i \frac{k}{2} e^{-k|z_j - z_n|}\). Redefine \(\tilde{G} = i \hat{G}\), (A1) and (A2) can be written then in the matrix form:

\[
\frac{\partial}{\partial t} \begin{pmatrix} q_1 \\ \vdots \\ q_N \\ \zeta_1 \\ \vdots \\ \zeta_N \end{pmatrix}_{2N \times 1} = -ik \cdot \begin{pmatrix} z_1 & 0 & \cdots & 0 & R_i_1 & 0 & \cdots & 0 \\ 0 & \cdots & \cdots & 0 & \cdots & 0 & \cdots & 0 \\ \vdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ 0 & \cdots & 0 & z_N & 0 & \cdots & 0 & \hat{R}_i_N \\ \tilde{G}_{1,1} & \cdots & \tilde{G}_{1,N} & z_1 & 0 & \cdots & 0 & \cdots \\ \vdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ \tilde{G}_{N,1} & \cdots & \tilde{G}_{N,N} & 0 & \cdots & \cdots & 0 & z_N \end{pmatrix}_{2N \times 2N} \begin{pmatrix} q_1 \\ \vdots \\ q_N \\ \zeta_1 \\ \vdots \\ \zeta_N \end{pmatrix}_{2N \times 1}
\]  

\( (A3) \)

where the normal modes are the eigen-solution of (A3).
APPENDIX B

Analytic solution of Taylor-Goldstein equation

Applying the linearized material derivative \( \frac{D}{Dt} \) on the normalized version of equation (2), expressing the vorticity and the vertical velocity in terms of the streamfunction, and looking for normal mode solution yield the Taylor-Goldstein (T-G) equation (e.g. Baines 1998) with zero shear curvature:

\[
\psi_{zz} + \left[ \frac{Ri}{(z-c)^2} - k^2 \right] \psi = 0 \quad (B1)
\]

For the transformation of variables: \( y = (z-c)k \), \( \tilde{\psi} = \psi/\sqrt{y} \), T-G is transformed into the modified Bessel equation (e.g. Sneddon, 1956):

\[
y^2 \tilde{\psi}_{yy} + y \tilde{\psi}_y - (y^2 + \nu^2) \tilde{\psi} = 0 \quad (B2)
\]

with \( \nu = \sqrt{1/4 - Ri} \), whose general solution is:

\[
\psi = \sqrt{y}[C_1 I_\nu(y) + C_2 I_{-\nu}(y)] \quad (B3)
\]

where \( I_\nu \) and \( I_{-\nu} \) are the modified Bessel functions and \( C_1, C_2 \) are two constants. Equivalently we can obtain the Bessel function from T-G by writing \( \tilde{y} = iy \):

\[
y^2 \tilde{\psi}_{yy} + \tilde{y} \tilde{\psi}_y + (y^2 - \nu^2) \tilde{\psi} = 0 \quad (B4)
\]

whose solution is

\[
\psi = \sqrt{y}[AH_1(iy) + BH_2(iy)] \quad (B5)
\]

where \( H_1 \) and \( H_2 \) are the Hankel functions and \( A, B \) are two constants. Since the two formulations are equivalent we arbitrary choose to use the Hankel functions for the matching solution.
We hence decompose the setup of Fig. 2b into the three domains:

1. \( z > 1 \); 2. \(-1 < z < 1\); 3. \( z < -1 \), and looking for the solution \( \psi_j = \sqrt{y}[A_j H_1(iy) + B_j H_2(iy)] \) where the subscript \( j=1,2,3 \) indicates the domain. We require continuity of the streamfunction:

\[
\begin{align*}
  z = 1: & \quad \psi_1 = \psi_2, & z = -1: & \quad \psi_2 = \psi_3 \\
\end{align*}
\]

(B6a,b)

Integration of the vorticity across \( z = 1 \) together with the definition (13) of the vorticity there yield:

\[
\left[ \frac{\partial \psi_1}{\partial z} - \frac{\partial \psi_2}{\partial z} \right]_{z=1} = \hat{q}_1
\]

(B7)

The T-G equation then suggests that

\[
\left[ \frac{\partial \psi_1}{\partial z} - \frac{\partial \psi_2}{\partial z} = -\frac{\hat{Ri}}{(1-c)^2} \psi \right]_{z=1}
\]

and similarly for \( z = -1 \) we obtain

\[
\left[ \frac{\partial \psi_2}{\partial z} - \frac{\partial \psi_3}{\partial z} = -\frac{\hat{Ri}}{(1-c)^2} \psi \right]_{z=-1}
\]

(B8)

The outer radiation conditions of \( \psi_1(z \to \infty) = 0 \) and \( \psi_3(z \to -\infty) = 0 \) set \( B_1 = A_3 = 0 \)

Substitute (B5) in B(6,8,9) and write \( y_1 = k(1-c) \) and \( y_2 = k(-1-c) \) we get

\[
A_1 H_1(iy_1) = A_2 H_1(iy_1) + B_2 H_2(iy_1) \quad ; \quad A_2 H_1(iy_2) + B_2 H_2(iy_2) = B_3 H_2(iy_2)
\]

(B10a,b)

\[
\begin{align*}
(A_1 - A_2) \left[ \frac{\partial}{\partial z} \sqrt{y} H_1(iy) \right]_{y_1} - B_2 \left[ \frac{\partial}{\partial z} \sqrt{y} H_2(iy) \right]_{y_1} - A_1 \frac{\hat{Ri}}{(1-c)^2} \sqrt{y_1} H_1(iy_1) = 0 \quad \text{(B11)} \\
(B_2 - B_3) \left[ \frac{\partial}{\partial z} \sqrt{y} H_2(iy) \right]_{y_2} + A_2 \left[ \frac{\partial}{\partial z} \sqrt{y} H_1(iy) \right]_{y_2} - B_3 \frac{\hat{Ri}}{(1-c)^2} \sqrt{y_2} H_2(iy_2) = 0 \quad \text{(B12)}
\end{align*}
\]

Hence, in order to obtain a non trivial solution \( \text{Det}(M)=0 \), where
\[
M = \begin{pmatrix}
\frac{\partial}{\partial z} [\sqrt{g} H_1 (iy)]_{y_1} + \frac{\bar{R}}{(1-c)^2} \sqrt{g} H_1 (iy_1) - \frac{\partial}{\partial z} [\sqrt{g} H_1 (iy)]_{y_1} - \frac{\partial}{\partial z} [\sqrt{g} H_2 (iy)]_{y_1} & -H_1 (iy_1) & -H_2 (iy_1) & 0 \\
0 & H_1 (iy_2) & H_2 (iy_2) & 0 \\
0 & \frac{\partial}{\partial z} [\sqrt{g} H_1 (iy)]_{y_2} & \frac{\partial}{\partial z} [\sqrt{g} H_2 (iy)]_{y_2} & -H_2 (iy_2) \\
\end{pmatrix}
\]

This yields the phase speed \(c\). The coefficients \(A_1, A_2, B_2\) and \(B_3\) are then obtained when solving the set of equations (B10,11). After deriving the solution for \(\psi\) we easily obtain the vertical displacement \(\zeta = \frac{\psi}{z-c}\), and the vorticity \(q = -\frac{Ri}{(z-c)^2} \psi\).
APPENDIX C

Integrated kernel contribution to the momentum flux

We wish to express

\[
\overline{uw} = \frac{1}{2\pi} \int_0^{2\pi} \Re(u)\Re(w) d(kx)
\]  

(C1)

in terms of the inversion of the vorticity profile \( q = Q(z)e^{i[kx+\alpha(z)]} \). For clarity, we redefine the Green function to be the real, positive definite, and non-dimensional evanescent function; \( \tilde{G}(z, z') = iG(z, z') = \frac{1}{2}e^{-k|z-z'|} \), and use (3) to write

\[
\Re(w) = \int_{z'} Q(z') \sin[kx + \alpha(z')] \tilde{G}(z, z') dz'
\]  

(C2)

where the sine in the integrand simply indicates that the induced vertical velocity is located quarter of wavelength to the east of the inducing vorticity anomaly (Fig. 11). Similarly we can write that

\[
\Re(u) = \Re\left( \frac{i}{k} \frac{\partial u}{\partial z} \right) = \frac{1}{k} \int_{z''} Q(z'') \cos[kx + \alpha(z'')] \frac{\partial}{\partial z} \tilde{G}(z, z'') dz''
\]  

(C3)

Since \( \frac{\partial}{\partial z} \tilde{G}(z, z'') > 0 \) for \( z < z'' \), and \( \frac{\partial}{\partial z} \tilde{G}(z, z'') < 0 \) for \( z > z'' \), the integrand indicates that the induced zonal velocity anomaly below (above) the inducing vorticity anomaly are in (anti) phase. Substitute (C2 and C3) in (C1) we obtain after zonal integration

\[
\overline{uw} = \int_{z'} \int_{z''} \frac{1}{2k} Q(z')Q(z'') \sin[\alpha(z') - \alpha(z'')] \tilde{G}(z, z') \frac{\partial}{\partial z} \tilde{G}(z, z'') dz' dz''
\]  

(C4)

It is clear from the integrand that a single kernel (where \( z' = z'' \)) does not contribute to the momentum flux. Writing explicitly the Green function and its derivative

\[
\tilde{G}(z, z') = \frac{1}{2} \begin{cases} 
  e^{-k|z-z'|} & \text{for } z > z' \\
  e^{k|z-z'|} & \text{for } z < z' 
\end{cases}, \quad \frac{\partial}{\partial z} \tilde{G}(z, z'') = \frac{k}{2} \begin{cases} 
  -e^{-k|z-z''|} & \text{for } z > z'' \\
  e^{k|z-z''|} & \text{for } z < z'' 
\end{cases}
\]  

(C5)
then if \( z'' > z > z' \), the integrand yields \(-\frac{1}{8} Q(z')Q(z'') \sin[\alpha(z'') - \alpha(z')] e^{-k(z''-z')}\), which is independent of \( z \) and positive if the vorticity is tilted westward with height. Flipping between the dummy variables \( z' \) and \( z'' \), yields the same contribution indicating that indeed \( [u(z')w(z'')]_z = [u(z'')w(z')]_z \). If, however, \( z'' > z' \) or \( z < z' < z'' \), then flipping between \( z' \) and \( z'' \) yields an exact cancellation and hence zero contribution. Taking these considerations into account we obtain equation 25 as the explicit form of (C4).
Figure 1: Growth rate of the unstable in the continuous density profile given by (XX) and for $\epsilon = 0.1$. a) Growth rates $kc_i$ for the bulk Richardson numbers $\hat{Ri} = 0.5$ (black), 1 (red), 1.5 (green), and 2 (red); b) vorticity distribution as a function of $z$ of the unstable mode with $k=0.43$ when $\hat{Ri} =1$: amplitude $|q|$ (black), phase normalised so that it is nul in $z = 1$ (red); and density profile normalised by its value in $z = 1$(green dashed).