Modeling the microphysics of CO₂ ice clouds within wave-induced cold pockets in the martian mesosphere
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Abstract

Mesospheric CO₂ ice clouds on Mars are simulated with a 1D microphysical model, which includes a crystal growth rate adapted to high supersaturations encountered in the martian mesosphere. Observational constraints (crystal radius and opacity) exist for these clouds observed during the day around the equator at ~60–80 km altitude. Nighttime mesospheric clouds interpreted as CO₂ ice clouds have also been characterized at low southern latitudes, at ~90–100 km altitude. From modeling and observational evidence, it is believed that mesospheric clouds are formed within temperature minima created by thermal tides, where gravity wave propagation allows for the creation of supersaturated layers (cold pockets). Thus, temperature profiles perturbed by gravity waves are used in the model to initiate nucleation and maintain growth of CO₂ ice crystals. We show that it is possible to reproduce the observed effective radii for daytime and nighttime clouds. Crystal sizes are mainly governed by the altitude where the cloud forms, and by the amplitude of supersaturation. The temporal and spatial behavior of the cloud is controlled by the extent and lifetime of the cold pocket. The cloud evaporates fast after the cold pocket has vanished, implying a strong correlation between gravity wave activity and CO₂ cloud formation. Simulated opacities remain far below the observed ones as long as typical dust conditions are used. In the case of the lower daytime clouds, the enhanced mesospheric dust loading typically reached during dust storm conditions, allows for greater cloud opacities, close to observed values, by supplying the atmosphere with condensation nuclei. However, CO₂ ice clouds are not detected during the dust storm season, and, because of fast sedimentation of dust particles, an exogenous supply (meteoritic flux) appears necessary to explain opacities of both daytime and nighttime mesospheric CO₂ ice clouds along their whole period of observation.
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1. Introduction

Since the first probable observation of a CO₂ mesospheric ice cloud on Mars (Clancy and Sandor, 1998), and the unambiguous spectral detection by Montmessin et al. (2007), a full theoretical addressing has been lacking about how the main component of the atmosphere (~95%) condenses to form CO₂ ice clouds in the mesosphere. Studies have mainly dealt with microphysical modeling of tropospheric CO₂ ice clouds appearing in the polar night (Wood, 1999; Tobie et al., 2003; Colaprete et al., 2003, 2008).

Numerous observations of mesospheric clouds have been carried out by several instruments (Clancy et al., 2003, 2007; Montmessin et al., 2006, 2007; Scholten et al., 2010; Määttänen et al., 2010; McConnochie et al., 2010; Vincendon et al., 2011; Sefton-Nash et al., 2013). Daytime clouds could only be identified as CO₂ ice clouds by OMEGA thanks to the spectral 4.26 μm signature (Montmessin et al., 2007; Määttänen et al., 2010; Vincendon et al., 2011), and by CRISM, which allowed to indirectly identify CO₂ clouds by spectroscopically ruling out the possibility of water ice or dust composition (Vincendon et al., 2011). Both instruments observed mean effective radii around 0.5–3 μm and opacities are around ~0.1 at altitudes ranging between 60 km and 85 km. Night clouds were indirectly identified as CO₂ ice clouds thanks to concomitant detection by stellar occultation of detached aerosol layers and temperatures below the condensation point of CO₂ (Montmessin et al., 2006). Effective radii range between 80 and 130 nm, opacities around 0.01 at 200 nm. The top of the detached layers were systematically found below or just at the lower part of the supersaturated area. The reason can be that the crystals
sedimented in sub-saturated environment before evaporation (Montmessin et al., 2006). It was also suggested that these crystals could rather be made of water ice (Vincendon et al., 2011). Table 1 summarizes the two main categories of (day/night) clouds with their average properties as reported from observations (errors associated with retrievals are also given).

Colaprete et al. (2008) made the first and only attempt to model with a martian GCM the formation of mesospheric clouds up to altitudes 60–70 km. While the observed opacities were obtained, modeled clouds were produced mainly at altitudes 60–70 km with crystals effective radii in the range 1–10 μm, close to although larger than the typical radii derived from observations. Furthermore, discrepancies remain between the model and the observations regarding the spatial and seasonal distributions (González-Galindo et al., 2011).

The causes of the formation of CO2 ice clouds in the mesosphere could be partly constrained from various observations and modeling results. First, temperatures well below the CO2 condensation point in the mesosphere have been reported by the SPICAM instrument through stellar occultations, which suggests a strong potential for triggering CO2 ice nucleation in an extremely supersaturated environment (Montmessin et al., 2006, 2011; Forget et al., 2009). An excursion below the condensation point of CO2 of ~10 K at 80 km altitude was measured by Schofield et al. (1997) with the Mars Pathfinder entry descent and landing experiment at night. For a 95% composition in CO2, this corresponds to a saturation ratio of ~10. Forget et al. (2009) have reported values of temperatures corresponding to saturation ratios S up to ~1000, around the mesopause at night (~100–120 km). Montmessin et al. (2011) also reported such extremely cold pockets as a frequent phenomenon, mostly without observing any systematic concomitant aerosol detached layer. It could either suggests that CO2 condensation has not occurred, or that condensation has occurred but the cloud has already evaporated at lower altitudes, or that the cloud was too thin to be detected. Possibly the reason is that no condensation nuclei were present at these altitudes to trigger the phase change.

Homogeneous nucleation is excluded because of the very high required critical saturation ratios (Snuc). At 0.01 Pa, i.e. ~90 km, S = 5 for homogeneous nucleation is ~1015, which corresponds to ~50 K below the CO2 condensation temperature: such temperatures have never been reported in Mars atmosphere. The largest saturation ratios expected above 100 km altitude range between 105 and 106, according to temperature measurements in the high mesosphere (Forget et al., 2009; Montmessin et al., 2011). Heterogeneous nucleation is considered as the most probable mechanism for the onset of CO2 ice crystal growth (see also Määttänen et al. (2005) for near surface conditions and Määttänen et al. (2010) for mesospheric conditions).

A recent modeling study shows that thermal tides are important for CO2 cloud formation and that temperature minima predicted in the mesosphere are correlated with the observations of mesospheric clouds (González-Galindo et al., 2011). Nevertheless, an additional mechanism appears required to obtain temperatures below the condensation point. Mesoscale processes, such as gravity waves, are known to be responsible for Polar Stratospheric Clouds (PSCs) on Earth (see e.g. Noel and Pitts, 2012) as well as for Polar Mesospheric Clouds (PMCs) (see e.g. Thomas, 1991; Rapp and Thomas, 2006). PMCs are considered as the closest counterparts to martian mesospheric clouds (Määttänen et al., 2013). Modeling showed that locations where gravity waves are most likely able to propagate up to the mesosphere are correlated with locations of CO2 ice cloud observations (Spiga et al., 2012). These elements give motivation to model the formation of CO2 clouds within a single-column full microphysical model (1D model), by creating highly supersaturated cold pockets caused by gravity waves. In doing so we follow the scenario already suggested by Clancy and Sandor (1998): “As a result CO2 ice clouds should form within the temperature minima of tidal and gravity waves in the Mars mesosphere, and be fairly common phenomena at low-to-mid latitudes during day and night times.”

The purpose of this paper is to reproduce for the first time the effective radii and opacities observed (Table 1) by modeling the detailed processes responsible for the formation of mesospheric CO2 ice clouds within wave-induced realistic cold pockets. We first introduce the full microphysical scheme in Section 2. The main inputs to our 1D model with a first sensitivity test of CO2 ice condensation are described in Section 3. We then investigate in Section 4 the characteristics of clouds forming within cold pockets associated with gravity waves. We discuss these results in a wider perspective in Section 5 and we conclude in Section 6.

### Table 1

<table>
<thead>
<tr>
<th>Instrument</th>
<th>LT</th>
<th>Altitude (km)</th>
<th>r_{eff} (μm)</th>
<th>ε</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPICAM</td>
<td>Night</td>
<td>~90–100</td>
<td>0.080–0.130</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>OMEGA</td>
<td>Day</td>
<td>~60–80</td>
<td>1–3</td>
<td>&lt;0.5</td>
</tr>
<tr>
<td>CRISM</td>
<td>Day</td>
<td>~60–80</td>
<td>0.5–2</td>
<td>&lt;0.3</td>
</tr>
</tbody>
</table>

2. Physical principles and their formulation in the model

#### 2.1. Microphysical processes

Our model includes the following processes: vertical transport (sedimentation and vertical mixing), nucleation and condensation/evaporation. A hybrid radius grid is used to avoid numerical diffusion (Jacobson et al., 1994). The radius of any CN (Condensation Nuclei) which would be involved as a substrate for nucleation is kept in memory. Thus, when the crystal evaporates, the original size of the CN is recovered. The radius grid extends from 1 nm to 100 μm. The core of the microphysical model is taken from a previous work on microphysics of H2O ice clouds (Montmessin et al., 2002), and adapted to CO2 clouds forming in the gas mixture CO2/N2 (proportions are 95% and 5% following Wood, 1999; Colaprete and Toon, 2003; Colaprete et al., 2008). Our model extends up to ~120 km altitude above the surface (with layer depth dz ~ 2 km), in order to encompass the altitudes of clouds monitored by SPICAM (Montmessin et al., 2006). Vertical transport is implemented according to the numerical scheme of Toon et al. (1989), where sedimentation is corrected to account for atmospheric vertical mixing represented by an eddy diffusion coefficient k_{edd}. The condensable vapor (CO2) is mixed through vertical mixing as well. Vertical mixing (eddy diffusion) is a simplified way of accounting for atmospheric dynamics (e.g. convection, waves) which participates to the transport of aerosols and gases. The coefficient k_{edd} is determined from measurements (e.g. Chassefière et al., 1992; Korablyev et al., 1993; Blamont and Chassefière, 1993; Rodin et al., 1997). We use two values of k_{edd} 100 m$^2$ s$^{-1}$ and 1 000 m$^2$ s$^{-1}$ in our model, following the average values expected in the troposphere/low mesosphere and mid/high mesosphere (as summarized in Izakov, 2007).

The Stokes fall velocity of particles is corrected by the Cunningham factor to account for low martian atmospheric densities (as in Montmessin et al., 2002) so that the sedimentation velocity is:

$$v_{sed} = v_{Stokes} \times C_i,$$

(1)
with \( v_{\text{Stokes}} \) the fall velocity in continuum regime and \( C_i \) the Cunningham factor accounting for the transition to free molecular regime.

\[
v_{\text{Stokes}} = \frac{2 \, \rho_i \, g \, a^2}{\eta} \tag{2}
\]

\( C_i = 1 + Kn[1.246 + 0.42 \exp(-0.87/\text{Kn})] \),

where \( \rho_i \) is the dust density (taken here as 2500 kg m\(^{-3} \)) and \( Kn \) is the Knudsen number, defined as the ratio of atmospheric mean free path over particle radius \( a \).

We adopt Classical Nucleation Theory (CNT) assuming that nucleation is exclusively heterogeneous, as it is probably the case on Mars, for surface as well as for mesospheric conditions (Määttänen et al., 2005, 2010). Nucleation describes the energy needed to form a critical cluster (aggregate of molecules), which is responsible for subsequent phase change by its spontaneous growth. This energy barrier arises from the creation of a new interface between the condensed phase and the mother phase. The dynamics of heterogeneous nucleation is described by a nucleation rate (e.g. Keese, 1989; Määttänen et al., 2005):

\[
J_{\text{het}} = Z_{\text{het}} \beta_{\text{het}} c_{\text{surf}} \exp(-\Delta F_{\text{het}}/kT),
\]

where \( J_{\text{het}} \) is the heterogeneous nucleation rate per unit of (substrates) area (m\(^{-2} \cdot \text{s}^{-1} \)), \( Z \) is the Zeldovich factor (as in Vehkamäki et al., 2007), \( \beta_{\text{het}} \) is the collision rate of adsorbed molecules (on the substrate) with the critical embryo, \( c_{\text{surf}} \) is the number concentration of molecules of the condensible vapor per unit area of substrate, \( \Delta F_{\text{het}} \) the free energy of formation for the critical cluster, \( k \) the Boltzmann constant and \( T \) the background temperature (see Määttänen et al. (2005) for the expression of each coefficient).

The contact parameter needed in \( \Delta F_{\text{het}} \) is \( m = 0.952 \) (experimentally determined by Gladsford et al. (2002)). Contrary to Colaprete et al. (2008) we do not account for non-isothermal effects through a multiplying factor \( f_T \) in Eq. (3), which accounts for the heat release due to phase change of molecules, and so the subsequent reduction of nucleation efficiency (particularly when the major atmospheric component condenses). Indeed, CNT assumes nucleation is an isothermal process and \( f_T \) was derived by Feder et al. (1966) for homogeneous nucleation. However, in case of heterogeneous nucleation, the substrate efficiently thermalizes the cluster and evacuates the released heat (Määttänen et al., 2007). The non-isothermal coefficient would be needed in case of homogeneous nucleation, or for ion-induced nucleation, or also if the CN is much smaller than the critical embryo.

The nucleation probability (see e.g. Lazaridis et al., 1992) accounts for the fraction of dust particles which is activated:

\[
P_{\text{het}}(R) = 1 - \exp(-4\pi R^2 J_{\text{het}} \Delta t),
\]

where \( R \) is the CN radius, \( \Delta t \) the time interval considered for activation, here the time step \( dt \) of the model. Nucleation has the shortest characteristic time among all processes (sedimentation, vertical mixing, condensation/evaporation) in our simulations. The time step is fixed at \( dt = 1 \text{ s} \); below this value, no significant modifications of simulation results appear. It is the characteristic time \( \sim (1/4\pi R^2 J_{\text{het}}) \) over which nucleation is efficient enough to have \( P_{\text{het}} > 0.5 \).

For a concentration \( n(R) \) of CN of radius \( R \), and given \( P_{\text{het}}(R), P_{\text{het}}(R) \times n(R) \) gives the amount of activated CN of radius \( R \). The formulation of activation in terms of probability implies that whatever the CN radius is, it can theoretically become activated if enough time is given (provided the environment remains supersaturated), thereby accounting for the stochastic nature of nucleation. Fig. 1 shows the nucleation probability in relation to the saturation ratio for different CN radii \( R \). An abrupt increase in probability, from 0 to 1, occurs around what is called the critical saturation ratio, \( S_c \), i.e. the saturation ratio needed to ensure an efficient activation of the CN of radius \( R \) \( (S = S_c) \) where \( P_{\text{het}}(R) = 50\% \). The smaller the CN and lower the atmospheric density, the higher the critical saturation ratio. For mesospheric pressures (e.g. 0.01 Pa, ~80–90 km altitude) a 1 nm particle would need \( S > 350 \) (i.e. ~15 K below \( \text{CO}_2 \) condensation temperature) to be activated, while only \( S \sim 3 \) (i.e. ~3 K below condensation temperature) is needed for a 10 nm particle.

Ion-induced nucleation is ruled out, following Wood (1999). Estimation of maximum gaseous ion concentration from modeling studies (in absence of any ion concentration measurements except the Viking data above 100 km, from Hanson et al. (1977)) for the day and night ionosphere of Mars (respectively Molina-Cuberos et al., 2002; Haider et al., 2007), and also metallic ion concentrations from meteoroid ablation model coupled to ionospheric chemistry (Molina-Cuberos et al., 2003), have given the same peak values of ion concentration \( \sim 10^{10} \text{ m}^{-3} \). According to our estimations, using \( f_T = 0.01 \) (Määttänen et al., 2005), at \( p \sim 0.01 \text{ Pa} \) \( (~90 \text{ km}) \) ion-induced nucleation would start to be efficient for \( S > 1000 \). Saturation ratios of this order of magnitude are typically encountered at higher altitudes \( (>100 \text{ km}, \text{Forget et al., 2009; Montmessin et al., 2011}) \). Heterogeneous nucleation can be triggered at much lower saturation ratios (Fig. 1). Thus, we do not consider ion-nucleation as a possible competitor for heterogeneous nucleation. It could start to compete for ion species with a charge \( q \geq 3 \) which are of minor importance in the atmosphere (models only consider single-charged species in the ionosphere, see e.g. Molina-Cuberos et al., 2002; Haider et al., 2007).

Once activated the dust particle hosts a subsequently growing/evaporating phase of ice. Condensation and evaporation processes of \( \text{CO}_2 \) crystals rely on the growth rate model called the CLASSIC model and described in Listowski et al. (2013). It is theoretically adapted to a near-pure vapor condensation with high supersaturations as encountered in the martian mesosphere, where temperature differences between the crystal surface and the environment are large. Growth rate models traditionally used for condensation of trace gases cannot be used because they are linearized in terms of this temperature difference; the CLASSIC model is a non-linearized growth model. Section 4.2 is dedicated to highlighting the differences in our modeling results between a trace-gas (linearized) growth model and our CLASSIC (non-linearized) model. As explained in Listowski et al. (2013), since no explicit formulation of the growth rate can be derived, an iterative method (e.g. Newton–Raphson algorithm) is needed to determine the growth rate of \( \text{CO}_2 \) crystals.

Crystals are considered spherical. The shape of a \( \text{CO}_2 \) ice crystal is far from a simple sphere as suggested by experiments (Foster et al.,
1998) and theoretical studies (Wood, 1999), from which one expects shapes close to octahedrons. The shape of a crystal is closely linked to surface kinetics processes occurring during the growth process (e.g. Wood et al., 2001; Bailey and Hallett, 2004). Indeed, surface kinetics impacts (limits) the efficiency of vapor molecules integration into the crystal lattice, which may vary from one crystal face to another, leading to a particular crystal shape and impacting the overall growth rate. An alternative to the accurate modeling of these processes (e.g. Wood et al., 2001) is the use of a multiplying factor $C$ in the growth rate, called capacitance, which depends on crystal size, shape, and atmospheric temperature (Bailey and Hallett, 2004). This coefficient requires a lot of observational and experimental constraints because its theoretical expression alone, which relies on electrostatic analogy, often fails (Bailey and Hallet, 2006). However, data allowing to constrain $C$ for CO$_2$ ice crystals in martian conditions have never been published so far. Besides, comparison of Wood (1999)'s growth rate, which includes the modeling of surface kinetics, to CO$_2$ ice growth experiments (Glandorf et al., 2002) and to growth rate model ignoring surface kinetics effects (Colaprete et al., 2008) suggests that surface kinetics could (possibly) act for $S \leq 1.1$ (reducing the growth rate), the effect vanishing for larger $S$ (see Fig. 5 of Colaprete and Toon, 2003). However, the experiment of Glandorf et al. (2002) does not allow to definitely conclude on the importance of surface kinetics effect in mesospheric conditions when we ignore the possible influence of shape and surface kinetics on crystal growth, and remain with spherical crystals, our aim being to determine mean effective sizes of crystals.

In order to derive the growth rate, we first iteratively solve for the crystal surface temperature $T_a$, following the system of equations:

$$I_m = -\frac{4\pi M_\text{D}}{RT_a}(p_{v,\infty} - p_{v,a}).$$

$$T_a = T_\infty \frac{L_{\text{sub},m}}{4\pi K}.$$  \hspace{1cm} (5)

$$p_{v,a} = p_{v,\infty}(T_a)S_{\text{eq}} \exp \left( \frac{L_{\text{sub},m} T_a - T_\infty}{R T_a^2} \right),$$

where $I_m$ is the mass transfer rate ($\text{kg s}^{-1}$), $p_{v,\infty}$ the background partial pressure of vapor (CO$_2$), $p_{v,a}$ the partial pressure of vapor at the crystal surface, $T_a$ the background atmospheric temperature, $R$ the gas constant, and $M_\text{D}$ the molar mass of the condensing vapor (CO$_2$, 44.03 g mol$^{-1}$). The coefficients $D$ and $K$ are respectively the binary diffusion coefficient of CO$_2$ in N$_2$ and thermal conductivity of the gas mixture CO$_2$/N$_2$ (as given in Listowski et al., 2013). Transport coefficients are corrected according to Fuchs and Sutugin (1971) to account for transition ($0.1 \leq Kn \leq 100$) to free molecular regime ($Kn \gg 1$) that prevails on Mars. The pressure $p_{\text{sat}}$ is the saturation vapor pressure of CO$_2$ (James et al., 1992), and $L_{\text{sub}}$ the sublimation heat of CO$_2$ as given in Listowski et al. (2013). The Kelvin factor $S_{\text{eq}}$ accounts for curvature effects: $S_{\text{eq}} = \exp \left( \frac{2\pi M_\text{D}}{\alpha \rho_{\text{ice}} RT_a} \right)$, where $\sigma$ and $\rho_{\text{ice}}$ are respectively the surface energy (0.08 J m$^{-2}$) and density (1600 kg m$^{-3}$) of CO$_2$ ice (Wood, 1999). The Kelvin factor deviates from the unit value for radii $\lesssim$ 100 nm.

Combining the Eqs. (5), we solve for $f_c(T_a) = 0$ where:

$$f_c(T_a) = T_a + c_0 \exp(c_1 T_a) - c_2,$$  \hspace{1cm} (6)

with:

$$c_0 = \frac{M_\text{D} L_{\text{sub},m} S_{\text{eq}} \exp \left(-\frac{L_{\text{sub},m} T_a}{R T_\infty} \right)}{RT_a^2},$$

$$c_1 = \frac{L_{\text{sub},m} M_\text{D}}{RT_\infty^2},$$

$$c_2 = T_\infty + \frac{M_\text{D} L_{\text{sub},m}}{RT_\infty}.$$

Having found $T_a$, one can then obtain the growth rate $dr/dt$, through the mass transfer rate $I_m$ ($<0$ in case of condensation) (Listowski et al., 2013):

$$\frac{dr}{dt} = -\frac{1}{4\pi \sigma \rho_{\text{ice}} L_{\text{sub},m}} I_m$$

$$= -\frac{1}{4\pi \sigma \rho_{\text{ice}}} \frac{4\pi K}{L_{\text{sub},m}} (T_a - T_\infty).$$  \hspace{1cm} (8)

2.2. Adding radiative heat transfer in the crystal energy budget

Contrary to Listowski et al. (2013), we have included the influence of radiative heat transfer on the cloud crystals in the CLASSIC model, in a simple way, accounting for radiative cooling, solar heating, and atmospheric heating. The energy balance given by the second equation of the system (5) is modified as follows:

$$4\pi K (T_a - T) + P_{\text{cool}}(a, T_a) = -L_{\text{sub}} I_m + P_{\text{sol}}(a) + P_{\text{atm}}(a).$$  \hspace{1cm} (9)

where $P_{\text{cool}}(a, T_a)$, $P_{\text{sol}}(a)$, $P_{\text{atm}}(a)$ are the radiative cooling term of the crystal at a surface temperature $T_a$, the solar heating term and the atmospheric/surface IR heating term, respectively.

These three terms can be written in simple power-law forms through calculation and optimization detailed in Appendix A. The CO$_2$ ice optical constants are given by the most recent datasets of Hansen (1997, 2005), who heavily refined the original compilation of Warren (1986). The atmosphere-surface contribution $P_{\text{atm}}(a)$ relies on infrared flux to space as given by the Martian Climate Database (Millour et al., 2012), from which an equivalent blackbody temperature is extracted. The three radiative terms can be written as follows:

$$P_{\text{cool}}(a, T_a) = k_c(T_a) a^2(B(T_a))$$  \hspace{1cm} (10)

$$P_{\text{sol}}(a) = k_s a_{\text{lim}}^2$$  \hspace{1cm} (11)

$$P_{\text{atm}}(a) = k_a a_{\text{lim}}^2$$  \hspace{1cm} (12)

where $a_{\text{lim}}$ is the crystal radius in $\mu$m (expressions of $k_c(T_a)$, $k_s$, $a_{\text{lim}}$, $z_c$, $z_a$ and $z_0$ are given in Appendix A). $P_{\text{cool}}(a, T_a)$ has a simple expression which allows to build an analytical function from Eq. (9), to iteratively solve for $T_a$. $P_{\text{cool}}$ derivative has also an analytical expression which can be easily included in the Newton–Raphson routine. The new function to iteratively solve for $T_a$ is as follows:

$$f_c(T_a) = T_a + c_0 \exp(c_1 T_a) + R_0 \exp[R_1(T_a)] - c_2 - R_1.$$

with:

$$R_0(T_a) = k_c(T_a) 4\pi a_{\text{lim}}^2$$

$$R_1(T_a) = z_c(T_a) \ln(a_{\text{lim}})$$

$$R_2 = \frac{k_c a_{\text{lim}}^2 + k_s a_{\text{lim}}^2}{4\pi a_{\text{lim}}^2}$$  \hspace{1cm} (14)

2.3. Treatment of near-pure condensation: trace gas scheme

We work with a fixed pressure level grid, as it is done in the core of the 1D H$_2$O ice cloud model (Montmessin et al., 2002), from which we built our model for the CO$_2$/N$_2$ gas mixture. The condensation of the major atmospheric component questions this approach, because of possibly significant total pressure changes. However, we have evaluated its correctness. Let $m_0$ be the mass of the vapor in a given atmospheric layer of the model and $m_{0,a}$ the mass of that layer. During vaporization/condensation, $m_0 = m_{0,a} \pm dm_0$. The atmospheric mass $m_0$ can be considered constant as long as $|dm_0| = |dm_{\text{atm}}| \ll m_0$, where $dm_0$ is the variation of vapor mass due to condensation. Let $q_0 = m_{0,a}/m_0$ be the mass
mixing ratio of the vapor. In the case of a trace gas $dq_j \sim dm_v/m_v$ so that $|dm_v|/m_v$ is equivalent to $|dq_j|/1$. In the case of CO$_2$ condensation on Mars, with CO$_2$ being the major component of the atmosphere, the variation of $m_v$ has to be reconsidered. One needs to rewrite $dq_j$ (with $dm_v = dm_i$): $dq_j = dm_i/m_v$ so that $dq_j \sim \frac{dm_i}{m_v} (1 - q_v)$, where $q_{v,0} = m_{v,0}/m_0$ is the average mass mixing ratio. Thus:

$$\frac{|dm_i|}{m_v} \ll 1 \iff \frac{|dq_j|}{1 - q_v} \ll 1$$

For CO$_2$ on Mars, $q_{v,0} \approx 0.97$ (kg/kg) then: $|dm_i|/m_v \ll 1$ is equivalent to $(30 \times dq_j) \ll 1$. If we choose $\ll 1$ as a condition for $\ll 1$ we then have that $|dq_j|/(1 - q_v) \ll 1$ is equivalent to the condition:

$$|dq_j| = |dq_{ice}| \leq |dq_{ice,lim}| = 3.10^{-4},$$

(15)

that allows to neglect variations of atmospheric mass due to condensation of CO$_2$.

In what follows, temperature profiles are perturbed by the propagation of a gravity wave at each time step notwithstanding the condensation of CO$_2$. This is acceptable provided that the latent heat released by the phase change does not significantly affect the prescribed background temperature profiles. Given that $L_{sub} \sim 6 \cdot 10^7$ J kg$^{-1}$, the energy $t_{lim}$ per kilogram of air released to the atmosphere by the formation of $dq_{ice,lim}$ is $t_{lim} \sim 180$ J kg$^{-1}$.

Using the heat capacity of the CO$_2$/N$_2$ gas mixture which is close to CO$_2$’s $\sim 0.7 \cdot 10^7$ J kg$^{-1}$, the corresponding temperature increase is $\Delta T_{lim} \sim 0.25$ K. This can indeed be considered as negligible compared to typical wave perturbations. We will keep track of the quantity of ice formed during simulations and observe to which extent our trace-gas scheme is correct for the modeling of mesospheric CO$_2$ ice clouds.

3. Idealized simulations using Gaussian cold pockets

3.1. Gravity waves

Because gravity waves might be triggered by various sources like convection, wind shear, and topography, it is difficult to constrain the properties of the gravity waves (spatial wavelengths and time period) that might have caused the formation of the identified CO$_2$ clouds. This task is still not within reach of existing modeling tools and observations of the martian atmosphere. For this reason we did not attempt to precisely reproduce each of the observed cloud events. We investigate instead two general types of clouds: the daytime ones observed by OMEGA and CRISM, and the nighttime ones inferred from SPICAM observations (Table 1). Fig. 2 shows the two temperature profiles we will be using in Section 4 with supersaturated pockets around 70–80 km (daytime profile) and 90 km (night profile). The temporal variation over the four hour run is mainly due to the propagating gravity waves. These waves perturb a profile predicted by GCM calculations and mostly controlled by thermal tides (see Fig. 5 of González-Galindo et al. (2011)). Topographically-induced gravity waves were obtained from mesoscale simulations with a mountain height of 4 km and uniform background wind of 30 m s$^{-1}$ as described in Spiga et al. (2012) for the daytime profiles. Nighttime profiles were obtained with the same method as Spiga et al. (2012) with initial state given by a nighttime profile of González-Galindo et al. (2011).

3.2. Dust condensation nuclei

For background dust conditions we used a dust equilibrium profile obtained by initializing the run with an equal amount of dust particles in all layers of our 1D-model (with effective radius $r_{eff} = 1 \mu$m and variance $\sigma_{eff} = 0.5$). We chose a log-normal distribution, since it is most representative of the asymptotic behavior of dust, compared to a gamma-modified distribution which overestimates particles smaller than $\sim 100$ nm (Montmessin et al., 2002). Equilibrium is achieved between vertical mixing and gravitational settling roughly after $\sim 100$ sols for $k_d = 100$ m$^2$ s$^{-1}$, and after $\sim 10$ sols for $k_d = 1000$ m$^2$ s$^{-1}$ (deposition of particles is not allowed at the surface, what mimics a supply of dust particles from the surface). Fig. 3 shows profiles of dust in equilibrium for the two values of $k_d$.

Typical dust profiles from average conditions in tropical regions as given by the Mars Climate Database v.5 (Millour et al., 2012) are superimposed in Fig. 3a, corresponding to observation epochs of CO$_2$ clouds. Our profiles with constant $k_d$ bracket typical dust conditions during epochs of CO$_2$ cloud formation. The upper bound profile will be sufficient to conclude on CO$_2$ cloud formation and related opacities in Section 4.3. Fig. 4 displays the dust effective radius profiles for both of $k_d$ values. For $k_d = 1000$ m$^2$ s$^{-1}$, at

Fig. 2. Atmospheric day (left) and night (right) vertical temperature profiles perturbed by a gravity wave. Time elapsed from simulation start is given in color. Day an night large-scale temperature profiles, with absolute minima induced by thermal tides (Fig. 5 González-Galindo et al. (2011),) are perturbed by topographically-induced gravity waves as explained in Spiga et al. (2012) (see text for details). The dashed line indicates the CO$_2$ condensation temperature. (For interpretation of the references to color in this figure legend, the reader is referred to the electronic version of this article.)
altitudes \( \sim 70-80 \) km, dust effective radius is in the range 60–100 nm. At 90 km, the effective radius is around 20 nm.

3.3. First test: idealized cold pockets

We first discuss sensitivity tests with an idealized cold pocket, which is represented by a Gaussian profile. Such representation is more tunable than a simulated gravity wave (Fig. 2) obtained from mesoscale modeling (Section 4) and allows for investigating the influence of both the maximum amplitude reached by supersaturation and the time spent in supersaturated conditions.

For this purpose we use a temperature profile from the Mars Climate Database (Millour et al., 2008) from which we subtract a given perturbation \( \delta T \) so that \( T(t, z) = T_{\text{MCD}}(t = 0, z) - \delta T(t, z) \), where:

\[
\delta T(t, z) = T_M \exp \left[ -\frac{(t - t_0)^2}{2\sigma_t^2} \right] \exp \left[ -\frac{(z - z_c)^2}{2\sigma_z^2} \right],
\]

where \( t \) is the time, \( z \) the altitude, \( t_c \) and \( z_c \) are constants related to the time and the altitude where the cold pocket reaches its peak amplitude. We separately act on both the maximum amplitude \( T_M \), i.e. on the maximum saturation ratio \( S_{\text{max}} \) reached, and on the time spent in supersaturated conditions \( (\sigma_t) \). We can also modify the vertical extent of the pocket by modifying \( \sigma_z \). To simplify our discussion we fix \( \sigma_t \) to a constant value (3 km): all considered cold pockets have a maximum vertical extent of \( \sim 10 \) km (base of the cold pocket, where \( S = 1 \)) and a \( \sim 5 \) km vertical extension at half-width of the Gaussian cold pocket. Fixing the average temperature \( T_{\text{MCD}} \) at \( t = 0 \) allows to exclusively investigate the influence of parameter \( \sigma_t \) in \( T(t, z) \). We show in Fig. 5a two types of idealized cold pockets at different times, chosen at two different altitudes corresponding to nighttime (high altitude) and daytime (lower altitude) clouds. Note that for all simulations the daytime profile (Fig. 5a) was shifted by \( \sim 12 \) K in order to stand just above the condensation temperature, so that \( \sigma_t \) really represents the time spent under supersaturated conditions (as for the nighttime profile). Growth rates are derived in the model using \( f_c(T_M) \) (Eq. (6)) i.e. without radiative heat transfer terms.

In Fig. 6 are shown vertical profiles (figures a, b, c, and d) and radius distributions (Figures e, f, g, and h) related to a typical CO₂ cloud simulation performed with \( T_M = 6 \) and \( \sigma_t = 0.5 \) h in Eq. (16). The cold pocket forms and reaches its maximum amplitude at \( t = t_0 \) (Fig. 6a) where the minimum temperature (97 K or equivalently \( S = 4.5 \)) is reached. The effective ice radius \( r_{\text{eff}} \) is around 0.8 μm (Fig. 6b and g), and all dust particles have been activated for condensation (Fig. 6g) after a transiting phase where dust particles and crystals were still coexisting (e.g. at \( t = t_2 \) in
Fig. 6f). The largest growing crystals have the largest characteristic growth time, thus smaller crystals grow faster, leading to a radius distribution of crystals much narrower than the one of initial dust particles which act as CN (Fig. 6g). The crystals continue to grow as long as $T < T_{\text{cond}}$ ($S > 1$) and $r_{\text{eff}}$ reaches ~1.9 μm at $t = t_4$ (Fig. 6b). At $t = t_6$ where $T > T_{\text{cond}}$ at all altitudes, the number density of crystals has decreased by two orders of magnitude at $p = 0.06$ Pa (Fig. 6d), and dust nuclei have been released back to unactivated dust particles (Fig. 6e). Note the extension of the cloud outside the condensation area (mainly below) due to sedimentation (Fig. 6c and d).

We summarize in Fig. 7 the different trends regarding the mean effective radii (a) and maximum effective radii (b) of CO$_2$ ice particles obtained for different combinations of $\sigma_z$, and $T_M$ (or
equivalently \( S_{\text{max}} \). We use the dust equilibrium profile obtained with \( k_d = 1000 \text{ m}^2 \text{s}^{-1} \). The amplitude \( T_M \) takes values ranging from 2 K to 25 K, corresponding to saturation ratios indicated in Fig. 7. The mean and maximum effective radii \( r_{\text{eff}} \) plotted here are computed over the altitudes and times where the crystal number density \( N_c \) is comprised between 0 and \( N_{c,\text{max}} \), where \( N_{c,\text{max}} \) is the maximum crystal number density reached during cloud formation. The simulation previously discussed (Fig. 6) corresponds (in Fig. 7b) to the square symbols of the day clouds cases \( S_{\text{max}} = 4.5 \) at \( \sigma_r = 0.5 \text{ h} \) (second square of the curve, starting from left). The reason why the maximum effective radius for this simulation, reported in Fig. 7b, is different from the value reached with the vertical profiles in Fig. 6b is that the latter is reached where \( N_c \leq 0.1 N_{c,\text{max}} \) (outside the range characterizing the values reported in Fig. 7).

Overall, Fig. 7 allows to draw a general picture of typical effective crystal sizes obtained with these idealized simulations. Two distinct altitude ranges are associated with ranges of mean effective radius \( r_{\text{eff}} \) (Fig. 7a):

- 350–700 nm for lower altitude daytime clouds
- 80–150 nm for higher altitude nighttime clouds

The main reason for this behavior is that condensation is less efficient at higher altitudes, e.g. condensation characteristic timescales at \( p \sim 0.002 \text{ Pa} \) (night profile) are \( \sim 10–100 \text{ times larger than at } p \sim 0.02 \text{ Pa} \) (day profile). The maximum supersaturation reached within the cold pocket has mainly a secondary influence; it is responsible for radius variations within each of both radius ranges identified above. The duration of the cold pocket \( (\sigma_r) \) is also secondary for the mean \( r_{\text{eff}} \). Between the different curves (supersaturations) the largest difference in mean \( r_{\text{eff}} \) appears for the smallest \( \sigma_r \). With increasing \( \sigma_r \), i.e. time spent under supersaturated conditions, the difference in mean \( r_{\text{eff}} \) between different curves is generally smaller. A longer cold pocket generally allows for increased crystal sizes; at low supersaturations this results in an increased mean radius, whereas at higher supersaturations this can also result in a decreased mean radius due to sedimentation of the cloud.

The duration of a cold pocket has a stronger impact on the maximum effective radius reached within the same parts of the cloud (where \( 0.1 N_{c,\text{max}} \leq N_c \leq N_{c,\text{max}} \)). Fig. 7b displays the maximum effective radii related to the mean radii in Fig. 7a. From 0.2 h to 0.5 h the maximum effective radius can double both in the day or in the night case. The maximum radius can exceed 2 \( \mu \text{m} \), in agreement with the largest sizes measured by OMEGA/CRISM remote sensing observations (Montmessin et al., 2007; Määttänen et al., 2010; Vincendon et al., 2011). On the other hand the maximum radii obtained for nighttime clouds are \( \sim 300 \text{ nm} \), i.e. twice the maximum observed with SPICAM spectrometer for night clouds.

4. Reproducing CO2 mesospheric clouds within realistic wave-induced cold pockets

We now turn to the nighttime and daytime temperature profiles (Fig. 2) obtained from mesoscale modeling where gravity wave propagation is reproduced in a four hour run. Using mesoscale simulations allows to account for temporal variations of gravity waves, putatively giving rise to cold pockets, propitious to CO2
cloud formation. Large-scale temperature profiles used to initiate the mesoscale profiles come from the LMD-GCM (Forget et al., 1999) extended up to the exosphere (González-Galindo et al., 2009). Mesospheric temperatures obtained with this GCM yield values, which can be warmer than temperature measurements through stellar occultations performed with SPICAM (Forget et al., 2009) by up to 15 K, at altitudes higher than ~70 km. Thus, the entire profile is shifted in temperature by subtracting a constant value of $\Delta T_{\text{shift}} < 15$ K in order to investigate a broad range of mesospheric supersaturations, where CO$_2$ clouds could form. Shifting the temperature profiles by $\Delta T_{\text{shift}}$ means shifting the large-scale temperature profile. The gravity wave amplitude remains unchanged. Forcing the average temperature profile to be colder by $\Delta T_{\text{shift}}$ than what the GCM predicts, in the lower mesosphere and in the troposphere, has no influence on our conclusions in the highest layers of the mesosphere ($\gtrsim 70$ km). Indeed, the simulated clouds evaporate before reaching these lower altitudes.

We are interested in the formation of CO$_2$ clouds induced by gravity wave activity, which causes the formation of a transient cold pocket in the mesosphere. Fig. 8 shows two typical cold pockets with their corresponding saturation ratios ($S$). In this example $S$ reaches values up to several tens at maximum, around 70–80 km for the day profile where $\Delta T_{\text{shift}} = 5$ K (Fig. 8a). It corresponds to temperature differences up to 10 K with the condensation temperature of CO$_2$ in agreement with the Pathfinder measurements (Schofield et al., 1997) at such altitudes. $S$ reaches several hundreds and even $S \sim 1000$ at the highest altitudes for the night profile with $\Delta T_{\text{shift}} = 10$ K (Fig. 8b), in agreement with SPICAM measurements (Montmessin et al., 2006, 2011; Forget et al., 2009).

At the end of this section, Table 2 summarizes the main simulation results discussed in the text.

4.1. CO$_2$ mesospheric clouds under typical dust conditions

4.1.1. Daytime clouds with the CLASSIC model

We discuss the results obtained with the reference CLASSIC model where growth rates are derived using the iterative resolution of $f_c$ given by Eq. (6). Temperatures are given by the set of day profiles plotted in Fig. 2 (left). When $\Delta T_{\text{shift}} = 0$ K (not shown), saturation ratios are always below 9.5 (peak reached at 2.4 h). When $\Delta T_{\text{shift}} = 5$ K, saturation ratios increase up to 67 in the cold pocket (peak reached at 2.4 h). We use the typical dust profile with $k_0 = 1000$ m s$^{-1}$. Cloud opacity, $\tau$, is vertically integrated on the atmospheric column and is derived as follows:

$$\tau = \int z \left( \int_0^\infty N_c(z, r) \times \pi r^2 \times Q_{\text{ext}}(r) \, dr \right) \, dz,$$

where $z$ is the altitude, $r$ the crystal radius, $N_c(z, r)$ the crystal number density at altitude $z \pm dz$ of crystals of radius $r \pm dr$, and $Q_{\text{ext}}(r)$ the extinction efficiency for a crystal of radius $r$ (assumed as being pure CO$_2$ ice) and computed according to Mie theory with optical constants of CO$_2$ ice taken from Hansen (1997, 2005).

Fig. 9 shows the crystal effective radius (top) and crystal number density (bottom) as a function of pressure and elapsed time. The cloud opacity at 1 $\mu$m and 500 nm is also shown. Interestingly, for $\Delta T_{\text{shift}} = 5$ K, $r_{\text{eff}}$ reaches comparable values to the ones derived from OMEGA and CRISM data (i.e. around $\sim 1$ $\mu$m). Note that for $\Delta T_{\text{shift}} = 0$ K (not shown), $r_{\text{eff}} \sim 300$ nm at maximum, which is close to the lowest value suggested by CRISM observations ($\sim 500$ nm). However, the maximum opacity is four orders of magnitude smaller than average opacities measured by OMEGA and CRISM. The maximum opacity $\tau_{\text{max}}$ is obtained when both $r_{\text{eff}}$ and $N_c$ (around $t = 3.3$ h in Fig. 9), with values of 1.3 $\mu$m, and $10^3$ m$^{-3}$ respectively. Opacity $\tau$ is maximum just before the cold pocket vanishes since, as long as $S > 1$, crystals continue to grow (except for crystals $< 100$ nm, for which curvature effect is responsible for evaporation for $S > 1$). Then $\tau$ decreases by a factor of 10 after $\sim 20$ min, and $N_c$ decreases from $10^3$ m$^{-3}$ to $\sim 10^1$ m$^{-3}$.

The vertical extent of the cloud is mainly controlled by the vertical extent of the cold pocket. The upward extension of the cloud (compared to the cold pocket) is caused by the vertical mixing. The largest crystal number densities are found in the supersaturated area, or below the supersaturated area owing to the displacement of the cold pocket (e.g. at $t = 2.3$ just above $p = 0.1$ Pa) or due to sedimentation (e.g. the highest crystal number densities at $t > 3$ h).

---

Fig. 8. Saturation ratio $S$ (colors) versus elapsed time (hours) plotted whenever $S > 1$, for (a) day temperature profiles with $\Delta T_{\text{shift}} = 5$ K, and (b) for night temperature profiles with $\Delta T_{\text{shift}} = 10$ K. See beginning of Section 4 for details. Vertical axis is atmospheric pressure (Pa). The shaded area corresponds to altitudes where $S > 1$, and will be used as an indicator of supersaturated area in the next plots. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
However, crystals do not persist a long time in a sub-saturated air: the cloud disappears quickly after the cold pocket has vanished (~20 min).

Finally, variations of the vapor mixing ratio $dq_v$ are far below the limit fixed in Section 2.3 for the trace gas approach: $dq_{ice, max} \sim 10^{-4}$ for $\Delta T_{shift} = 5$ K, and $dq_{ice, max} \sim 10^{-8}$ for $\Delta T_{shift} = 0$ K.

4.1.2. Nighttime clouds with the CLASSIC model

We show that we reproduce from our typical dust scenario an effective size for crystals close to what has been derived by Montmessin et al. (2006) for nighttime clouds. The temperature is given by the set of nighttime profiles plotted in Fig. 2 (right) with $\Delta T_{shift} = 10$ K. Results for the CLASSIC model are presented in Fig. 10 with effective radius of crystals (top) along with the corresponding crystal number densities (bottom). We investigate the evolution of very low concentrations of crystals created in the cold pocket which corresponds to the shaded area in Fig. 10. At the highest altitudes, saturation ratios reach several hundreds, up to $S \sim 1000$. This is of the order of magnitude measured in the highest layers of the martian mesosphere (Forget et al., 2009; Montmessin et al., 2011). The crystal effective radius $r_{eff}$ reaches $\sim 75$ nm at 0.01 Pa (90 km), in accordance with the lowest average sizes observed by Montmessin et al. (2006). The ice mass change $dq_{ice,max} \ll 10^{-4}$ so that our trace-gas approximation is valid. The main part of the cloud forms at altitudes where $S$ is about a few hundreds ($\sim 300$ at 1.3 h), after which $S$ decreases with time, before increasing again later on at higher altitudes (Fig. 8d). $N_c$ reaches $5 \times 10^{3}$ m$^{-3}$ at its maximum. The altitude range where the cloud forms (90–100 km) is comparable to the altitudes reported by Montmessin et al. (2006); yet opacities at 200 nm are far below the opacities derived by Montmessin et al. (2006).

Around 1.9 h (Fig. 10) the cloud is still present around $p \sim 0.01$ Pa while the cold pocket has just vanished at this pressure level. To emphasize this feature we focus on some specific vertical profiles around 1.9 h, as shown in Fig. 11a. We found that the main cloud is created by a secondary supersaturated pocket below the main one (Fig. 11a). This lower cold pocket (where saturation ratios are much lower than above) triggers crystal growth and vanishes, due to the temporal pattern of the wave, letting the layer evaporate underneath the biggest cold pocket, which remains above. The cloud that formed vanishes quickly after (~10 min). Thus we show that a pattern similar to the one observed by Montmessin et al. (2006) (an altitude shift between the supersaturated area and the detached aerosol layer) can possibly be explained by the gravity wave temporal behavior.

4.1.3. Effect of radiative heat transfer

Here we explain how the inclusion of radiative heat transfer in the crystal energy budget of the CLASSIC model modifies the results for both daytime and nighttime clouds. We use $f_C rad(T_s)$ (Eq. (13)) instead of $f_C(T_s)$, to solve for $T_s$ and to derive the crystal growth rate. We investigate the effect of radiative heat transfer on the cases described above, which allowed to obtain effective radii in accordance with observations. The radiative cooling term enhances by roughly 7% (from $\sim 1.3$ to $\sim 1.4$ m$^{-1}$) the effective radius for the daytime cloud in the case where $\Delta T_{shift} = 5$ K. Thus, heat released by condensation is only marginally lost by radiative cooling, and mainly by heat conduction. Adding the solar and IR heating reduces the net amount of vapor condensing and decreases the maximum effective crystal size to $\sim 0.60 \mu m$ as shown in Fig. 13 (bottom). This is still in the range of effective sizes derived from measurements (especially above the lower limit measured by Vincendon et al. (2011)). To compensate for the heating and to obtain sizes $>1 \mu m$, we need a shift $\Delta T_{shift} = 10$ K in temperature. This $\Delta T_{shift}$ value might be unrealistically high: it is equivalent to saturation ratios reaching $\sim 600$, which is closer to the supersaturations observed in upper layers of the night mesosphere ($\sim 100$ km and above) than around 70–80 km. The inclusion of radiative heat transfer terms for nighttime clouds (solar heating $P_{sol}$ is set to 0),
has no consequences on effective sizes. Indeed, the maximum crystal radius \( r_{\text{max}} \) registered in the simulation reduces in size by 40 nm (from 150 to 110 nm) owing to the heating term \( P_{\text{atm}} \), but the largest crystal radii have the lowest concentrations, and overall

Fig. 10. Crystal effective radius (nm, top) and Crystal number density (in m\(^{-3}\) log-scale, bottom) versus elapsed time (in hours) for a nighttime cloud with the CLASSIC (non-linearized) model, plotted every 100 s. \( \Delta T_{\text{ran}} = 10 \) K. Figure axes are as above (Fig. 9) except that opacity (right axis) is derived at \( \lambda = 200 \) nm. Opacity is \( \lesssim 10^{-5} \). Shaded area indicates supersaturated area (\( S > 1 \)), and corresponds to saturation ratios plotted in Fig. 8b. (For interpretation of the references to color in this figure legend, the reader is referred to the webversion of this article.)

Fig. 11. (a) Selection of specific vertical profiles of atmospheric temperature (left) and ice mass mixing ratio (right), from cloud simulation shown in Fig. 10. Profiles are shown starting from 1.9 h (elapsed time), and plotted every 200 s, to emphasize the shift in altitude appearing between the cold pocket (\( \approx 0.001 \) Pa), and the cloud below. (Solid line, dashed line, dot-dashed line and triple-dot-dashed line correspond, in this order, to increasing time.) The red dashed line indicates the CO\(_2\) condensation temperature. (b) Same as (a) but related to cloud simulation shown in Fig. 18.
the effective radius $r_{\text{eff}}$ of crystals does not vary. The smaller crystal sizes at these altitudes are less sensitive to IR flux absorption (smaller cross-section). Furthermore, the radiative cooling term is smaller than the heat conduction term which dominates the cooling process during condensation.

Solar heating $P_{\text{sun}}(r)$ is derived assuming that the solar flux comes from above the crystal. This would be true at zero solar zenith angle (SZA). However, most OMEGA and CRISM CO$_2$ clouds were observed in the morning (8 am) or in the afternoon (4–5 pm). At these local times the solar flux could be scattered by aerosols and gases. Hence $P_{\text{sol}}(r)$ can be considered as an upper estimate of the solar input. $P_{\text{am}}(r)$ is an upper estimate as well because we assume that half of crystal surface (2πr) absorbs the same IR flux, taken from the MCD as the IR flux to space. Crystals in the center of the clouds will be differently, and possibly less, influenced by both the solar and IR flux, due to screening of the crystals at the edges of the layer (which scatter/absorb the incoming fluxes depending on wavelength).

Overall, for a given radius $r$, including $P_{\text{sol}}(r)$ and $P_{\text{am}}(r)$ to all crystals of radius $r$ in the cloud should lead to an overestimation of the real influence of both heating terms. This would explain why we need to have a large temperature shift ($\Delta T_{\text{shift}} = 10$ K), and $S \sim 600$ to obtain $r_{\text{eff}} \geq 1$ μm in the cloud with the radiative heat transfer added (instead of $\Delta T_{\text{shift}} = 5$ K and $S \sim 60$ without radiative transfer). However, a full radiative transfer code would be needed to assess the respective contributions of the heating terms on cloud crystals. The radiative cooling term $P_{\text{rad}}(r, T_a)$ is a radiative term, which is not related to particular assumptions regarding the radiative bath in which the crystal forms, and is found to have a minor impact in both day and night simulations.

4.2. Benefits from using the non-linearized model (CLASSIC): comparison with a linearized model (LIN)

We investigate the highly supersaturated mesospheric environment of Mars where appropriate growth rates are key to reach robust conclusions. The CLASSIC model is theoretically adapted to high supersaturations of CO$_2$ (Listowski et al., 2013). The growth rate models dealing with trace gas condensation, like H$_2$O on Earth or Mars, rely on the linearization of the saturation vapor pressure with respect to the temperature difference between the crystal surface and the environment (linearization of the exponential term in Eq. (5)). These linearized growth rate models have been broadly used within 1D cloud models dealing with H$_2$O condensation on Mars (e.g. Michelangeli et al., 1993; Montmessin et al., 2002; Montmessin et al., 2004) and for CO$_2$ condensation on Mars as well (Colaprete and Toon, 2003; Colaprete et al., 2008). A linearized model (hereafter, LIN model) is convenient because it gives an explicit analytical formula for the growth rate of crystals, which can then be written (see e.g. Montmessin et al., 2002):

$$ \frac{dr}{dt} = \frac{1}{R_d + R_q} \frac{S - S_{\text{eq}}}{r_{\text{eff}}} $$

(18)

where $R_d$, $R_q$ are resistances to growth due to diffusion and heat conduction respectively, $R_d = \rho_{\text{sol}}RT/(M_Dp_{\text{sat}}(T))$ and $R_q = \rho_{\text{sol}}ML_{\text{sub}}^2/(KRT^2)$. However, the LIN model deviates from the accurate solution when investigating high supersaturations of CO$_2$, due to large temperature differences between the crystal surface and the environment (Listowski et al., 2013).

Simulation results from the non-linearized model (CLASSIC) and linearized model (LIN) are compared for the daytime cloud (in Fig. 12a and b) and for the nighttime cloud (in Fig. 12c and d), corresponding respectively to simulation shown in Figs. 9 and 10. The use of the non-linearized model adapted to high supersaturation results in a cloud with smaller radii, lower opacities, and shorter lifetime than with the LIN model. While $r_{\text{eff}}$ reaches ~3 μm with the LIN model for $\Delta T_{\text{shift}} = 5$ K (Fig. 12b), the CLASSIC model gives ~1 μm (Fig. 12a). For $\Delta T_{\text{shift}} = 0$ K (not shown), in the same way, the maximum effective radius is ~300 nm for the CLASSIC model and ~600 nm for the LIN model. The LIN model causes an increase in opacity by a factor ~10 in the $\Delta T_{\text{shift}} = 5$ K case (a bit less for $\Delta T_{\text{shift}} = 0$ K). The LIN model causes crystals to grow faster when $S > 1$, and when the cold pocket has vanished the crystals evaporate slower. The crystal population persists in the subsaturated air for a longer time (Fig. 12b) than with the CLASSIC model (Fig. 12a). Opacity decreases equally fast for both models, however concentrations of crystals with $r_{\text{eff}} \sim$100 nm remain relatively large (~10$^3$ m$^3$) for ~30 min, longer in the LIN model as compared to the CLASSIC model.

We focus around the time 1.2 h (Fig. 12a): a small cold pocket, that had appeared and reached a $S \sim 3.5$ at its maximum (see Fig. 5a), is now disappearing, and so is the cloud with the CLASSIC
model. Conversely, with the LIN model (Fig. 12b), opacity is decreasing but a population of crystals with \( r_{\text{eff}} \approx 100 \text{ nm} \) remains with a concentration of \( \sim 10 \text{ m}^{-3} \) (not shown), until another cold pocket appears, reactivating condensation. The LIN model, which is theoretically wrong for high supersaturations (Listowski et al., 2013), is overestimating the cloud lifetime. The CLASSIC growth model simulates a cloud whose formation and lifetime is more directly linked to the appearances/disappearances of the cold pocket.

For the nighttime clouds, a larger vertical extent of the cloud is obtained with the LIN model (12d) compared to the CLASSIC model (12c), owing to the sedimentation of larger crystal radii. Effective radius \( r_{\text{eff}} \) is \( \sim 150 \text{ nm} \) (at maximum opacity), i.e. twice as large as with the CLASSIC model. Values up to 300–400 nm are even reached with the LIN model around 1.5 h (12d), while the CLASSIC model yields value of 75 nm maximum (12c).

The LIN model yields effective radii up to 2–3 times larger than the CLASSIC model, and opacities \( \sim 10 \) times larger than the CLASSIC model in our simulated clouds, with longer lifetime and greater vertical extent of the clouds.

4.3. Reaching the observed CO₂ ice clouds opacities in the mesosphere

4.3.1. Sources for condensation nuclei

From the previous simulations, we can conclude that dust as given by the equilibrium profile with \( k_d = 1000 \text{ m}^2 \text{ s}^{-1} \) is not sufficient to reach opacities observed by the different instruments (Table 1). Two approaches are considered to increase the number of CN: (1) increase the dust loading conditions of Fig. 3a to those typical of the dust storm season (Fig. 3b), or (2) add another source of particles which can serve as CN.

First, we introduce new equilibrium profiles with increased amounts of dust (Fig. 3b). As indicated on the plot, we call D1, D2, D3 the three new profiles, and D0 corresponds to the one used in the previous section. They were obtained in the same way as D0, but with an increased initial dust mass in each radius bin before letting the dust sediment and reach an equilibrium. Fig. 3b also shows two profiles of dust mass mixing ratio typical of dust storm conditions at \( L_s = 270^\circ \) (filled upward triangles) and \( L_s = 0^\circ \) (filled downward triangles). Dust mass mixing ratios clearly exceed the values of our profiles with \( k_d = 1000 \text{ m}^2 \text{ s}^{-1} \), above \( \sim 70 \text{ km} \). A dust profile obtained with \( k_d = 5000 \text{ m}^2 \text{ s}^{-1} \) is also indicated (hereafter designated by D0/5000). It was obtained with the same initial amount of dust than D0, the only difference being the larger value of \( k_d \). This high value of \( k_d \) can also be considered as relevant for the highest layers of the mesosphere (Izakov, 2007). Typically, an increased vertical mixing (higher \( k_d \) value) allows for the presence of larger particles at a given altitude (increasing also the dust mass), whereas D1–D3 profiles (obtained with the same \( k_d = 1000 \text{ m}^2 \text{ s}^{-1} \) only increase the number of particles at a given altitude, compared to D0. MCD dust storm-scenario profiles (Millour et al., 2012) are overplotted for comparison. Although the shapes of dust profiles given in Fig. 3b are different from the MCD ones, we can say that D1 and D3 curves work as approximate lower and upper limits respectively for the MCD dust storm profile at \( L_s = 270^\circ \), between 70 and 90 km. The profile with \( k_d = 5000 \text{ m}^2 \text{ s}^{-1} \) better reproduces qualitatively the dust storm profile at \( L_s = 270^\circ \) between 70 and 80 km.

Another approach consists in adding a constant production rate of particles at a given altitude. This new source stands for the production of particles from the ablation of meteoroids. As it will be further discussed in Section 5, particles coming from interplanetary space are believed to constantly fall into the martian atmosphere (as it is known to happen on Earth) although no direct observations of meteoritic particles have been made so far. This condensation nuclei were already suggested for PMC formation on Earth by e.g. Turco et al. (1981) and Rapp and Thomas (2006), and meteoritic material was recently observed embedded in PMCs' crystals (Hervig et al., 2012). Meteoroids are ablated when falling into planetary atmospheres. Adolfsson et al. (1996) have shown that the altitude range where ablation can theoretically occur on Mars lies in the mesosphere, between \( \sim 50 \text{ km} \) and \( \sim 90 \text{ km} \), thus in the altitude range where both day and night CO₂ clouds can form. The recondensation of vaporized meteoritic material provides new condensation nuclei, known as 'meteoric smoke particles' (Hunten et al., 1980). This denomination also includes their coagulation products. Typical sizes of meteoric smoke...
particles in the high Earth mesosphere would range, in order of magnitude, between \(\sim 1\) nm and \(\sim 10\) nm (Hunten et al., 1980; Bardeen et al., 2008).

Production rate was chosen in accordance with meteoritic supply of recondensed material (per year) as estimated by Flynn (1992): \(F = 2 \cdot 10^6\) kg per year. With this value we can derive an order of magnitude estimate for average production rates. Then by assuming that the flux is homogeneous (with \(R_m\) the radius of Mars), the flux per surface area \(F_m\) is:

\[
F_m = \frac{F}{4\pi R_m^2} = 2.4 \cdot 10^{-16} \text{ kg s}^{-1} \text{ m}^{-2}
\]

Considering spherical particles, the production rate \(F_p(r)\) of particles of radius \(r\) (assuming single mode) is:

\[
F_p(r) = \frac{F_m}{4\pi r^3} \rho.
\]

With \(\rho = 2500\) kg m\(^{-3}\) (equal to the average martian dust density) we get:

\[
F_p(1\text{nm}) = 2 \cdot 10^9 \text{ s}^{-1} \text{ m}^{-2}
\]

and

\[
F_p(10\text{nm}) = 2 \cdot 10^5 \text{ s}^{-1} \text{ m}^{-2}.
\]

We discuss in Section 5 the density for such ablated particles. Since recondensed material coagulates after ablation (Hunten et al., 1980; Bardeen et al., 2008) we can assume that, in our simple approach, 10 nm particles come from coagulation of 1 nm as an alternative to direct formation.

### 4.3.2. Opacities of daytime clouds

Increased amounts of dust, close to atmospheric loadings caused by dust storms, are first investigated by setting up simulations using a range of dust profiles. In the following we derive growth rates by resolving \(f_c(T_a) = 0\), i.e. without radiative terms. By using the D1 profile instead of D0, and keeping \(\Delta T_{\text{shift}} = 5\) K, the simulated opacities reach \(\sim 10^{-3}\), i.e. 2 orders of magnitude higher than when using D0, while \(r_{\text{eff}} \sim 1.4\) \(\mu\)m remains comparable (not shown).

In terms of opacities, this is still two orders of magnitude below the average value measured with OMEGA and CRISM. With the D0/\(k_j = 5000\) m\(^2\) s\(^{-1}\) profile (hereafter D0/5000), opacities also reach \(\sim 10^{-3}\) (not shown), suggesting that a more efficient vertical mixing alone is not enough to bring typical dust content to such amounts where it could lead to observed cloud opacities. Simulations starting from a dust content D2 but with \(\Delta T_{\text{shift}} = 1\) K, yield opacities of \(5 \cdot 10^{-2}\) with \(r_{\text{eff}}\) reaching \(\sim 500\) nm (Fig. 14). This is close to the order of magnitude (\(\sim 0.1\)) measured by both OMEGA and CRISM instruments and around the lower values of observed crystal sizes by day. The profile D2, with \(\Delta T_{\text{shift}} = 2\) K, yields opacities of 0.1 (not shown) with \(r_{\text{eff}}\) reaching \(\sim 800\) nm (not shown).

However, in terms of vapor depletion \(d_{\text{vap},\text{max}} = 5d_{\text{vap},\text{lim}}\) (\(\text{dm}_a/ma \sim 5\%\)). The trace-gas approximation reaches its limit regarding dust scenarios that would allow to exactly match the observed opacities.

The production rates \(F_p\) are now added over the D0 dust profile to account for meteoritic material falling (ablating) in the martian mesosphere. Fig. 15a shows the behavior of monodispersed population of particles of 10 nm particles falling into the supersaturated area (\(\Delta T_{\text{shift}} = 1\) K). They are injected around 90 km altitude, in the altitude range where ablation can occur. In the case of 10 nm particles, gravitational settling is more pronounced compared to upward vertical mixing. In the case of 1 nm particles (not shown), propagation occur also upward due vertical mixing and less efficient sedimentation. Note that when adding to the D0 profile a production rate \(F_p(1\text{nm})\) of 1 nm particles (not shown), they are not activated for condensation due to low supersaturations \((S \leq 70)\) compared to the critical saturation ratio for this size (see Fig. 1). Increasing the temperature shift to \(\Delta T_{\text{shift}} = 10\) K (\(S \geq 600\)) allows to activate all the 1 nm particles, which however cannot grow to significant sizes so that opacity remains lower than \(10^{-4}\). The gravity wave does not sustain the highest saturation ratios long enough for these particles to pursue their growth.

When adding the production rate \(F_p(10\text{nm})\) and \(\Delta T_{\text{shift}} = 1\) K (Fig. 15a) the dust particle number density decreases where the cold pocket forms (shaded area on the plot) due to their activation as dust cores. The 10 nm particles are activated for condensation due to low supersaturations \((S \geq 600)\) compared to the critical saturation ratio for this size (see Fig. 1). Increasing the temperature shift to \(\Delta T_{\text{shift}} = 10\) K (\(S \geq 600\)) allows to activate all the 1 nm particles, which however cannot grow to significant sizes so that opacity remains lower than \(10^{-4}\). The gravity wave does not sustain the highest saturation ratios long enough for these particles to pursue their growth.

When adding the production rate \(F_p(10\text{nm})\) and \(\Delta T_{\text{shift}} = 1\) K (Fig. 15a) the dust particle number density decreases where the cold pocket forms (shaded area on the plot) due to their activation as dust cores. The 10 nm particles are activated for condensation due to low supersaturations \((S \geq 600)\) compared to the critical saturation ratio for this size (see Fig. 1). Increasing the temperature shift to \(\Delta T_{\text{shift}} = 10\) K (\(S \geq 600\)) allows to activate all the 1 nm particles, which however cannot grow to significant sizes so that opacity remains lower than \(10^{-4}\). The gravity wave does not sustain the highest saturation ratios long enough for these particles to pursue their growth.

When adding the production rate \(F_p(10\text{nm})\) and \(\Delta T_{\text{shift}} = 1\) K (Fig. 15a) the dust particle number density decreases where the cold pocket forms (shaded area on the plot) due to their activation as dust cores. The 10 nm particles are activated for condensation due to low supersaturations \((S \geq 600)\) compared to the critical saturation ratio for this size (see Fig. 1). Increasing the temperature shift to \(\Delta T_{\text{shift}} = 10\) K (\(S \geq 600\)) allows to activate all the 1 nm particles, which however cannot grow to significant sizes so that opacity remains lower than \(10^{-4}\). The gravity wave does not sustain the highest saturation ratios long enough for these particles to pursue their growth.
condensational growth, so that opacity increases up to $\tau \sim 0.08$. After the cold pocket has vanished, the cloud’s opacity is decreased by an order of magnitude within $\sim 10$ min, and by two orders of magnitude within the following few minutes. With $\Delta T_{\text{dust}} = 0$ K the maximum effective radius is $\sim 500$ nm, and opacity is 0.02–0.04. The maximum amount of ice forming is $dq_{\text{ice max}} \sim 10^{-3}$ and $dq_{\text{ice max}} \sim 3 \cdot 10^{-4}$, by respectively using $\Delta T_{\text{dust}} = 1$ K and $\Delta T_{\text{dust}} = 0$ K, so that the trace-gas approximation is only approximately valid for the former case (see also Table 2).

If particles of 10 nm are added lower in altitude, within the area of condensation (as was done for the 1 nm particles), instead of falling from the overlying atmospheric layers, they are available in increasing concentrations at each time step within the condensation area. This leads to massive crystal formation and consequent vapor loss so that our trace-gas scheme will not be valid. Prescribing a lower production rate allows to remain within the validity limits of the model but would not allow to reach opacities as high as 0.1.

Fig. 15. Dust number density ($m^{-3}$, colors) as a function of elapsed time (h) with the addition (to the D0 equilibrium profile) of (a) 10 nm particles falling in the daytime supersaturated area and (b) 30 nm particles in the nighttime supersaturated area. Plot (a) corresponds to the simulation shown in Fig. 16 while plot (b) corresponds to the simulation shown in Fig. 18. Figure axes are as in Fig. 9 except that no opacity is shown. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 16. Crystal effective radius ($\mu m$, top) and Crystal number density ($m^{-3}$, bottom) versus elapsed time (in hours) with $\Delta T_{\text{dust}} = 1$ K, where a constant source flux $F_p(10 \text{ nm})$ of particles is falling in the supersaturated region as shown in Fig. 15a. Figure axes are as in Fig. 9. Shaded area indicates supersaturated area ($S > 1$). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
4.3.3. Opacities of nighttime clouds

Typical dust content is by far insufficient to reach opacities of nighttime clouds (\(C_0 = 0.01\)). Thus, we now use the equilibrium dust profile D3, corresponding to the largest dust load among our scenarios, and use it with \(\Delta T_{\text{eqn}} = 10\) K. The maximum opacity reached is \(\tau \sim 10^{-4}\) (Fig. 17, top), i.e. two orders of magnitude below the average value measured by SPICAM (the lowest measured opacity being \(6 \times 10^{-3}\)). The effective radii obtained along with the corresponding opacity are similar to D0 (~80 nm). Dust profile \(k_d = 5000\) m\(^2\) s\(^{-1}\) (D0/5000) allows to reach larger ice effective radii (Fig. 17, bottom) than D0 (Fig. 10). The reason is that the initial sizes of growing crystals are larger due to larger dust nuclei, and since the condensation process is not efficient at these high altitudes (large Knudsen numbers) the radius of the CN has a large impact on the final crystal size. However, opacities remain much lower (\(\tau \leq 10^{-8}\)) compared to the case with the D3 profile (Fig. 17, bottom). As for daytime clouds a more efficient vertical mixing does not allow to increase the average dust content enough to get close to observed opacities.

Fig. 17. Effective radius (nm) of nighttime cloud, as a function of elapsed time (hours), obtained with \(\Delta T_{\text{eqn}} = 10\) K, using D3 dust profile (top) and D0/5000 (bottom). Figure axes are as in Fig. 9. Shaded area indicates supersaturated area (\(S > 1\)), and corresponds to saturation ratios plotted in Fig. 8b. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 18. Crystal effective radius (nm, top) and Crystal number density (in m\(^{-3}\) log-scale, bottom) versus elapsed time (in hours) for a nighttime cloud (\(\Delta T_{\text{eqn}} = 10\) K). A constant flux of particles \(F_p(30\) nm) is added to the reference D0 equilibrium dust profile as shown in Fig. 15b. Figure axes are as in Fig. 9. Shaded area indicates supersaturated area (\(S > 1\)), and corresponds to saturation ratios plotted in Fig. 8b. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
We investigate the second approach of adding a constant production rate of (meteoric) particles within the ablation altitude range (<100 km). Adding the flux of 1 nm particles \( F_p(1\, \text{nm}) \), whatever the altitude of dust release is (with \( \Delta T_{\text{shift}} = 10\, \text{K} \)), leads to a very small \( r_{\text{eff}} \) (<5 nm). Opacity reaches \( 10^{-5} \) at maximum where an abundant population of particles of radius \( \sim 5\, \text{nm} \) is obtained (not shown), and where \( S \) reach values above 500 and up to 1000. Using the production rate \( F_p(10\, \text{nm}) \) added over the D0 dust profile, with \( \Delta T_{\text{shift}} = 10\, \text{K} \), a cloud forms with effective sizes reaching \( \sim 70\, \text{nm} \) and a maximum crystal number density of \( 10^3 \sim 10^6 \) particles m\(^{-3} \) (not shown). If we use a population of 30 nm nuclei with \( F_p(30\, \text{nm}) \sim F_p(10\, \text{nm})/30 \) (applying mass conservation, see Section 4.3.1) we simulate a cloud shown in Fig. 18 where \( r_{\text{eff}} \) reaches \( \sim 110\, \text{nm} \), the average crystal size measured by Montmessin et al. (2006), and the crystal number density reaches \( 10^6 \) m\(^{-3} \). Fig. 15b shows the depletion of dust population due to activation of dust particles as CN. Larger crystal effective radii can be reached by adding larger dust nuclei, for instance a supply of 50 nm particles will lead to crystal radii \( \sim 160\, \text{nm} \), the largest size measured for nighttime clouds when taking into account retrieval errors (Montmessin et al., 2006). The saturation ratio \( S \) reaches \( \sim 100 \) at the altitude where the lager radii form. The trace gas approximation remains valid for most of the cases where the observed \( T_{\text{eff}} \) and \( \tau \) are reproduced (Table 2).

In Fig. 18 opacities reach values slightly above 0.02 around 2 h which is close to the maximum opacity derived by SPICAM (Montmessin et al., 2006). The main part of the cloud again evolves in a sub-saturated area (see Fig. 11b, which corresponds to the cloud shown in Fig. 18). This configuration is determined by the temporal pattern of the gravity wave. As for day clouds, the lifetime of the cloud is short once the cold pocket has vanished (\( \sim 10\, \text{min} \)). Importantly, a constant source of particles forming in the ablation area (\(<100\, \text{km}\)) allows also for a permanent layer of ice particles to remain very close and below the main supersaturated region, due to sedimentation (see at \( t > 2.2\, \text{h} \) in Fig. 18). This also leads to a configuration where crystals stand below a supersaturated region with opacities \( \sim 0.005 \), the lowest measured opacities (Montmessin et al., 2006). Crystal number densities are on average lower (\( \sim 10^3 \) m\(^{-3} \)) than in the supersaturated area (\( \sim 10^6 \) m\(^{-3} \)). Sedimentation brings the crystals in the subsaturated region where they evaporate fast by falling into warmer layers: only a constant supply of meteoric dust nuclei can maintain such a configuration, where ice crystals stand below the supersaturated layer responsible for their formation.

## 5. Discussion

### 5.1. The role of gravity waves in shaping CO₂ clouds

Whether by day or by night, it is possible to model effective radii of CO₂ ice cloud crystals in agreement with observations (Table 1), with saturation ratios expected in the martian mesosphere. Table 2 summarizes the simulation results previously discussed in the text. Opacities remain far below observed values (by several orders of magnitude) if no dust particles are added on top of what we consider as average conditions during observation epochs of CO₂ clouds (D0 profile). An additional source of condensation nuclei causes the formation of optically thicker clouds. It is possible to get close to (day case) or to reproduce (night case) the typical cloud opacity by prescribing simple dust scenarios (see bottom parts of day and nighttime clouds panels in Table 2). A typical gravity wave causing saturation ratios of \( \sim 10–60 \) is needed to reach sizes of 0.5–2 \( \mu \)m at altitudes around 70–80 km. A typical gravity wave causing saturation ratios \( S \) reaching \( \sim 100 \) allows for the growth of ice crystals up to \( \sim 100\, \text{nm} \) at altitudes \( \sim 90\, \text{km} \). First tests, which were presented in Section 3.3 and Fig. 7 show that different characteristic radii are reached depending mainly on the investigated altitudes, due to different condensation efficiencies in a more or less rarefied atmosphere. The size of the CN (the initial size of the crystal) has also an impact on the final crystal size in simulations (see last rows of Table 2), due to the inefficient condensation process. The values obtained with idealized cold pockets

<table>
<thead>
<tr>
<th>Dust scenario</th>
<th>( \Delta T_{\text{shift}} ) (K)</th>
<th>( S_{\text{max}} )</th>
<th>Opacity, ( \tau_{\text{max}} )</th>
<th>Radius, ( r_{\text{eff}} )</th>
<th>( \text{d} m_a/\text{m}_a &lt; 1% )</th>
<th>Fig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>D0</td>
<td>0</td>
<td>10</td>
<td>( 10^{-6} )</td>
<td>0.35 ( \mu )m</td>
<td>✔</td>
<td>–</td>
</tr>
<tr>
<td>D0 + [RAD]</td>
<td>0</td>
<td>10</td>
<td>( 10^{-6} )</td>
<td>0.3 ( \mu )m</td>
<td>✔</td>
<td>–</td>
</tr>
<tr>
<td>D0</td>
<td>5</td>
<td>70</td>
<td>( 10^{-5} )</td>
<td>1.3 ( \mu )m</td>
<td>✔</td>
<td>–</td>
</tr>
<tr>
<td>D0 + [RAD]</td>
<td>5</td>
<td>70</td>
<td>( 10^{-5} )</td>
<td>0.55 ( \mu )m</td>
<td>✔</td>
<td>9</td>
</tr>
<tr>
<td>D0 + [RAD]</td>
<td>10</td>
<td>600</td>
<td>( 10^{-4} )</td>
<td>( &gt;1) ( \mu )m</td>
<td>✔</td>
<td>13 (bottom)</td>
</tr>
<tr>
<td>D0/5000</td>
<td>5</td>
<td>70</td>
<td>0.002</td>
<td>1 ( \mu )m</td>
<td>✔</td>
<td>–</td>
</tr>
<tr>
<td>D1</td>
<td>5</td>
<td>70</td>
<td>0.004</td>
<td>1.4 ( \mu )m</td>
<td>✔</td>
<td>–</td>
</tr>
<tr>
<td>D2</td>
<td>1</td>
<td>15</td>
<td>0.01–0.05</td>
<td>0.5 ( \mu )m</td>
<td>✔</td>
<td>14</td>
</tr>
<tr>
<td>D2/D3</td>
<td>2</td>
<td>20</td>
<td>0.1</td>
<td>0.7 ( \mu )m</td>
<td>✔</td>
<td>–</td>
</tr>
<tr>
<td>( F_p(10, \text{nm}) )</td>
<td>0</td>
<td>10</td>
<td>0.01–0.05</td>
<td>0.5 ( \mu )m</td>
<td>✔</td>
<td>–</td>
</tr>
<tr>
<td>( F_p(10, \text{nm}) )</td>
<td>1</td>
<td>15</td>
<td>0.05–0.08</td>
<td>0.8 ( \mu )m</td>
<td>✔</td>
<td>16</td>
</tr>
<tr>
<td>Nighttime clouds</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D0</td>
<td>5</td>
<td>30</td>
<td>( &lt;10^{-10} )</td>
<td>50 ( \mu )m</td>
<td>✔</td>
<td>–</td>
</tr>
<tr>
<td>D0</td>
<td>10</td>
<td>300</td>
<td>( &lt;10^{-10} )</td>
<td>75 ( \mu )m</td>
<td>✔</td>
<td>10</td>
</tr>
<tr>
<td>D0/5000</td>
<td>10</td>
<td>300</td>
<td>( 10^{-6} )</td>
<td>150–200 ( \mu )m</td>
<td>✔</td>
<td>17 (bottom)</td>
</tr>
<tr>
<td>D3</td>
<td>10</td>
<td>300</td>
<td>0.001</td>
<td>80 ( \mu )m</td>
<td>✔</td>
<td>17 (top)</td>
</tr>
<tr>
<td>D3</td>
<td>12</td>
<td>700</td>
<td>0.004</td>
<td>75 ( \mu )m</td>
<td>✔</td>
<td>–</td>
</tr>
<tr>
<td>( F_p(1, \text{nm}) )</td>
<td>10</td>
<td>1000</td>
<td>( 10^{-5} )</td>
<td>5 ( \mu )m</td>
<td>✔</td>
<td>–</td>
</tr>
<tr>
<td>( F_p(10, \text{nm}) )</td>
<td>10</td>
<td>300</td>
<td>0.06</td>
<td>80 ( \mu )m</td>
<td>✔</td>
<td>–</td>
</tr>
<tr>
<td>( F_p(10, \text{nm}) )</td>
<td>12</td>
<td>700</td>
<td>0.1</td>
<td>100 ( \mu )m</td>
<td>✔</td>
<td>–</td>
</tr>
<tr>
<td>( F_p(30, \text{nm}) )</td>
<td>10</td>
<td>300</td>
<td>0.02</td>
<td>110 ( \mu )m</td>
<td>✔</td>
<td>18</td>
</tr>
<tr>
<td>( F_p(50, \text{nm}) )</td>
<td>10</td>
<td>300</td>
<td>0.03</td>
<td>160 ( \mu )m</td>
<td>✔</td>
<td>–</td>
</tr>
</tbody>
</table>
and with gravity waves are in accordance. However, the more complex temporal/spatial behavior of the gravity wave allows to draw a more precise picture of the formed clouds. The spatiotemporal propagation of the gravity waves determines the spatiotemporal behavior of the cloud. As an example the shift observed between supersaturated regions and clouds by Montmessin et al. (2006) could be explained by a double peak structure in temperature due to wave propagation (Fig. 11). It is not the sedimentation of the cloud which brings the crystals out of the cold pocket where they have formed. It is instead the cold pocket responsible for the cloud formation that vanishes and leaves the cloud in subsaturated air. This so-to-speak secondary cold pocket stands below a more persistent one in our examples. Profiles published by Montmessin et al. (2011) also show for at least two observations such a secondary lower cold pocket (see observations 0975A1 and 1030A1 in their Fig. 2). The published observations of nighttime clouds suggest that the current detection limit for the CO₂ ice clouds lies around ~0.005 in opacity. It is also possible that a population of crystals persist in the atmosphere just below supersaturated layers, with opacities at or below the detection limit as shown in Fig. 18 (after the opacity peak at ~2 h). Crystals form into the supersaturated area, fall in warmer layers below, and evaporate. The presence of such a crystal population relies on the presence of a constant CN supply to the atmosphere.

5.2. Impact of radiative heating

The radiative heating of daytime crystals (at ~70-80 km) requires a large cooling of the atmosphere (S ~ 600) to simulate micrometric effective radii, otherwise obtained without the radiative heating terms (Fig. 13). This leads to saturation ratios not expected at the altitudes of daytime clouds (several hundreds see Table 2). On the other hand, radiative cooling of daytime crystals does not significantly affect the effective radius; released latent heat is mostly lost by heat conduction. Higher altitude nighttime crystals are not affected by radiative transfer as we model it, due to their small sizes. A better estimation of the impact of the radiative environment on daytime crystals would be achieved by implementing a full radiative transfer code precisely accounting for the solar, and atmospheric and surface contributions.

5.3. The trace gas approximation

The clouds modeled in agreement with observations respect our trace-gas approximation, |ΔTcad| ~ 3 · 10⁻⁴. This limit corresponds to a total heating of ΔTcad ~ 0.25 K (Section 2.3) and to an energy e_rad of 180 J kg⁻¹. However, this value is reached over many time steps during cloud formation, so that the heating of the atmosphere by CO₂ condensation is typically ~0.01 e_rad per time step. It appears very likely that latent heat release from CO₂ condensation in the mesosphere does not buffer the amplitude of the temperature perturbation at least for some of the observed clouds, and especially for the nighttime clouds. This is in line with the suggestion of Montmessin et al. (2006) that vertical propagation of waves would be only partly buffered by the release of latent heat induced by nighttime cloud formation.

5.4. Duration of CO₂ clouds and wave activity

Observable CO₂ ice clouds (with τ ≥ 0.01) last a short time (~10-30 min) after the supersaturated region where they form vanishes. The characteristic time scale of cloud formation is less than the characteristic time scale of the gravity wave. Thus, every cloud detection implies a simultaneous cold pocket created by a gravity wave event (but not vice versa).

Creasey et al. (2006) have shown with radio occultation measurements below 30 km altitude that gravity wave activity on Mars is constrained between ~20°N and +20°N, i.e. in regions where CO₂ mesospheric clouds are observed. This result shows that a strong wave activity does exist (at least in the troposphere) in regions where gravity waves are theoretically able to propagate up to the mesosphere according to modeling results (Spiga et al., 2012). Works of Creasey et al. (2006) and Spiga et al., 2012) support the idea that gravity waves and mesospheric CO₂ ice cloud formation are closely linked; our simulations are in line with this idea. Because the simulated clouds do not survive a long time in a subsaturated air, and provided that gravity waves are indeed mandatory to create supersaturated pockets in the mesosphere, the abundant gravity wave activity (Creasey et al., 2006) is needed during the season of CO₂ cloud observations, in order to explain abundant detections of these clouds by OMEGA and CRISM.

Finally, the short lifetime of clouds in subsaturated conditions can explain why only in a very few cases, night clouds have been detected in the supersaturated profiles derived by SPICAM (Montmessin et al., 2006, 2011; Forget et al., 2009), although a lack of condensation nuclei (e.g. meteoritic supply) can also explain the absence of a (detectable) cloud (as suggested by results with typical dust profiles shown in Section 4.1.2).

5.5. Clouds precursors

5.5.1. Dust storms

The vast majority of daytime CO₂ ice clouds have been reported in the equatorial region between Lₚ = 0° and Lₚ = 140° so far, with an intense peak of formation observed between Lₚ = 0° and Lₚ = 45° (Määttänen et al., 2010; Vincendon et al., 2011), and a second peak observed between Lₚ = 90° and Lₚ = 140°. Detections seem to occur more scarcely between Lₚ = 45° and Lₚ = 90° and after Lₚ = 180°. Several mesospheric clouds have been observed around Lₚ = 250° at mid-latitudes (McConnochie et al., 2010) but the composition of the crystals remains ambiguous. Dust storms might act as a significant source for CN. We showed that enhanced dust loading typical for dust storm periods (dust profiles D1–D3) can help to bring the simulated opacities of clouds closer to the observed ones (Section 4.3.2, Fig. 14 and Table 2). The main dust storm season on Mars occurs around Lₚ = 270°. A dust storm has been observed in MY 28 encircling the planet between Lₚ = 265° and 310° (Smith, 2009). MY29 showed a strong activity peak in CO₂ ice cloud formation between Lₚ = 0° and 36° (with two isolated cases at Lₚ = 87° and Lₚ = 330°) with OMEGA (Määttänen et al., 2010) and between Lₚ = 15° and Lₚ = 138° with CRISM (Vincendon et al., 2011). This might be partly explained by a replenishment of the atmosphere with a significant amount of dust to help detectable clouds to form. However, typical residence time (time for falling one scale height i.e. ~10 km) for a 10 nm dust particle lies between 1 h (at 100 km) and 10 s (at 60 km), for a 100 nm particle it is <1 s. Dust storms alone cannot act as a long-term persistent CN source at altitudes where clouds are observed. Detections of dust detached layers have been made at altitudes 15–25 km by night (Heavens et al., 2011b) and during the day at altitudes 45–60 km (Guzewich et al., 2013), outside the dust storm season. Recent modeling studies suggest that strong vertical injection of dust could create similar layers in the troposphere (Spiga et al., 2013). However, it remains unclear how such mechanisms could supply the high mesosphere with abundant condensation nuclei for the CO₂ clouds to form.

5.5.2. Meteoric particles

Another source is presumably needed to explain the measured opacities along the whole period of CO₂ cloud observations. The alternative source that has been investigated is the constant deposition of meteoritic material from the interplanetary medium,
known as IDPs (Interplanetary Dust Particles). We believe this could be a key for the understanding of the formation of mesospheric clouds on Mars, as it was suggested for mesospheric clouds on Earth (Turco et al., 1981; Rapp and Thomas, 2006). In Section 4.3 we prescribed a constant flux of falling particles to account for meteoric supply of condensation nuclei. This helped to simulate the observed opacities of CO$_2$ clouds in the mesosphere where meteoroids should ablate (Adolfsson et al., 1996). For meteoric input in the martian mesosphere we have taken the estimation of Flynn (1992). Interestingly, a more recent study dealing with the modeling of the zodiacal cloud (Nesvorny et al., 2010) estimate the quantity of accreted IDPs by Earth, Moon and Mars. On the latter it is estimated to be 1.6 $\times$ 10$^5$ kg per year (20% of Earth’s flux). According to Flynn (1992), one sixth of material is expected to vaporize and recondense. Thus Nesvorny et al. (2010)’s flux gives a CN-source of $\sim$10$^6$ kg per year: a similar order of magnitude estimate than obtained by Flynn (1992). Observational evidence for meteoric activity in the martian mesosphere was reported by Pätzold et al. (2005), Withers et al. (2008) and Pandya and Haider (2012) through detection of recurrent enhancement in electron density between $\sim$70–100 km. These observations had been first predicted by models (Molina-Cuberos et al., 2003). Electrons are produced through ionization of metallic atoms coming from meteoroid ablation. Observation of meteoric electronic layers are an additional hint that the actual ablation altitudes correspond to the altitude range where CO$_2$ clouds form.

Hunten et al. (1980) and Bardeen et al. (2008) have estimated concentrations of recondensed particles in the terrestrial mesosphere with the help of 1D- and 3D-modeling respectively. Both agree on the possibility to have nanoparticles at concentration around 10$^9$ m$^{-3}$ in the high mesosphere. Bardeen et al. (2008) showed that upward winds could allow for particles with sizes reaching $\sim$5–10 nm to remain in the high mesosphere at concentrations 10$^8$ m$^{-3}$. The shape of IDP also influence the altitude where it ablates: for instance fractal particles will ablate less and at higher altitudes on Earth ($\sim$100 km instead of $\sim$80 km, Kalashnikova et al. (2000)). Similar mechanisms could occur on Mars, although ablation is less efficient because of lower densities, letting more material to reach the surface without evaporation during atmospheric entry (Flynn and McKay, 1990).

Regarding densities for IDPs, Jessberger et al. (2001) suggests a value of 2500 kg m$^{-3}$, Nesvorny et al. (2010) use 2000 kg m$^{-3}$, although other investigators suggest 1000 kg m$^{-3}$ for cometary grains (Wiegert et al., 2009). Although there is no reason that meteoric smoke particles conserve their material density upon ablation/ recondensation, Hunten et al. (1980), Kalashnikova et al. (2000) and Bardeen et al., 2008 respectively use 2000 kg m$^{-3}$ and 2500 kg m$^{-3}$ for these particles. We use 2500 kg m$^{-3}$ as it is similar to the average martian dust density. Using $\rho \sim$ 1000 kg m$^{-3}$ does not change the order of magnitude estimates of fluxes $F_p$ (Section 4.3.1) and does not affect our results.

5.5.3. Water ice clouds

Another source of potential nuclei are water ice clouds, some of which have been identified at similar locations than CO$_2$ clouds, but at lower altitudes ($\leq$60 km, Heavens et al. (2011a)). In a limb observation of a water ice cloud by OMEGA (Vincendon et al., 2011), the number density of water ice decreases from bottom to top of the cloud (M. Vincendon, personal communication, 2011), possibly suggesting that the icy particles could have been transported upward (by atmospheric dynamics). Note that water ice clouds would also need condensation nuclei to form. According to our estimations homogeneous nucleation of water ice at mesospheric altitudes ($\geq$50 km, or $\sim$1 Pa) requires saturation ratios above at least 10$^5$. Supersaturations of water vapor measured so far on Mars (Maltagliati et al., 2011) preclude us from considering the possibility of homogeneous nucleation of water ice. A supply (by upward mixing) of water ice condensates from lower altitudes to altitudes where CO$_2$ ice clouds can form is a scenario that requires further investigation.

5.5.4. Other scenarios?

Electronic layers originating from meteoroid ablation and detected in the martian mesosphere (Pätzold et al., 2005; Withers et al., 2008) could also participate in charging mechanisms involving dust or meteoric particles. Charged aerosols were suggested by Gumbel and Megner (2009) as very efficient precursors for PMCs formation on Earth. This remains to be explored for cloud formation on Mars.

Also, the role of the magnetic field in particle suspension have been addressed on Earth, at the poles, where the vertical magnetic field lines would allow for suspension of magnetized particles in the terrestrial mesosphere (Rohatschek and Horvath, 2010; Cheremisin et al., 2011). Micrometeorites are known to have ferromagnetic inclusions which make them sensitive to magnetic fields, and martian dust is known to have strong magnetic properties (see e.g. Leer et al., 2011). Observations of various geometries of pitch angle distributions of electrons measured by Mars Global Surveyor suggest varying geometries for magnetic field lines on Mars (Brain et al., 2007), caused by interactions between the residual magnetic field (Acuña et al., 1999; Acuña et al., 2001; Mitchell et al., 2005) and interplanetary magnetic field. Whether interactions between vertical magnetic field lines and particles could occur on Mars, as suggested for Earth (Rohatschek and Horvath, 2010; Cheremisin et al., 2011), remains unknown.

Thus, our study calls mainly for more experimental constraints on meteoric flux into the martian atmosphere.

6. Conclusion and perspectives

We have presented for the first time a model of CO$_2$ ice cloud formation within mesospheric cold pockets on Mars, created by gravity wave propagation. We have shown that mesospheric cloud evolution is essentially governed by the cold pocket temporal and spatial behavior, which causes the formation of clouds bearing similarities with the observed CO$_2$ clouds, inasmuch as observational evidence is available (the time evolution of a single cloud not having been constrained yet). Also, meteoric particles appear as relevant (and necessary) cloud precursors to explain the measured opacities of clouds, along their whole period of observation. However, measurements of meteoric dust fluxes remain necessary to better constrain scenarios implying such exogenic supply of nuclei. We have shown that it is important to use a model adapted to high supersaturations of CO$_2$ (Listowski et al., 2013) to correctly model the cloud lifetime, vertical extent, and opacities, as well as the effective radii of crystals.

More investigation has to be done since only CO$_2$ clouds above $\sim$70 km have been modeled in this study. A complete picture of CO$_2$ mesospheric cloud modeling demands to address the case of the lowest altitudes observed for CO$_2$ clouds ($\geq$ 55 km, see Scholten et al., 2010; Määttänen et al., 2010). Moreover the optically thickest clouds ($r_{eq} > 1$ µm and $\tau > 0.1$) are not within the reach of our model and remain to be properly simulated.

Furthermore, recent modelling studies on Earth have shown the critical link between PMCs brightness and gravity waves (Chandran et al., 2012). For martian CO$_2$ clouds, further insights would be achieved by interfacing our CO$_2$ ice microphysics with a 3D Mars Mesoscale Model (Spiga and Forget, 2009), where interactions between clouds and dust will be better constrained, and where 3D atmospheric dynamics will allow for more realistic modeling of cloud evolution through horizontal transport and horizontal propagation of gravity waves.
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Appendix A. Derivation of simplified radiative heat transfer contributions to the energy budget of the crystal: \( P_{\text{cool}} \), \( P_{\text{sol}} \) and \( P_{\text{atm}} \)

The radiative cooling term, \( P_{\text{cool}} \), is derived as follows:

\[
P_{\text{cool}}(r, T_a) = 4\pi r^2 \int_0^\infty Q_{\text{abs}}(\lambda, r) B_\lambda(T_a) d\lambda,
\]

(A.1)

where \( r \) is the crystal radius, \( \lambda \) the wavelength, and \( B_\lambda(T) \) is given by Planck’s law. The absorption efficiency \( Q_{\text{abs}}(\lambda, r) = \sigma_{\text{abs}}(\lambda, T) / (\pi r^2) \), where \( \sigma_{\text{abs}} \) is the absorption cross-section efficiency, is derived from CO\(_2\) ice optical constants given by Hansen (1997, 2005). The term \( 4\pi r^2 \) is due to the fact that the entire crystal surface radiates.

The solar heating term, \( P_{\text{sol}} \), is derived as follows:

\[
P_{\text{sol}}(r) = \pi r^2 \left( \frac{R}{d_{\text{Sun,Mars}}} \right)^2 \int_0^\infty Q_{\text{abs}}(\lambda, r) B_\lambda(T_a) d\lambda,
\]

(A.2)

where \( R \) is the sun radius (\( \sim 696,000 \) km), \( T_a \) its effective temperature (\( \sim 5800 \) K), and \( d_{\text{Sun,Mars}} \) is the mean Mars–Sun distance. The \( \pi r^2 \) factor is due to the fact that we consider an ideal case where the solar flux intersects the front section of the crystal (no absorption from secondary sources).

The atmospheric heating term (including surface contribution), \( P_{\text{atm}} \), is derived as follows:

\[
P_{\text{atm}}(r, T_a) = 2\pi r^2 \int_0^\infty Q_{\text{abs}}(\lambda, r) B_\lambda(T_{\text{eff}}) d\lambda,
\]

(A.3)

\( T_{\text{eff}} \) is the effective temperature extracted from the infrared flux to space, \( F_{\text{IR}} \), taken as a black-body (from Stefan–Boltzmann law \( F_{\text{IR}} = \sigma_{\text{SB}} T_{\text{eff}}^4 \) with \( \sigma_{\text{SB}} \approx 5.7 \times 10^{-8} \) W m\(^{-2}\) K\(^{-4}\) the Stefan–Boltzmann constant). \( F_{\text{IR}} \) is given by the Martian Climate Database (MCD, Millour et al., 2008). \( P_{\text{atm}} \) is multiplied by \( 2\pi r^2 \) since we consider that the crystal intersects a flux coming from a \( 2\pi \) solid angle (the bottom hemisphere of the crystal).

In the following we explain the method to obtain more compact expressions for these terms, which are simplified estimations of the radiative heat transfer contribution to the crystal energy budget (see discussion in Section 4.1.3). The power laws we obtain for these terms, which are simplified estimations of the radiative heat transfer contribution, are used for implementation in the Newton–Raphson routine we use to iteratively solve for \( T_a \). The iterative process applies for the surface temperature of the crystal, \( T_{s} \), on which \( P_{\text{cool}} \) depends.

Regarding this radiative cooling term we plotted \( \ln P_{\text{cool}} \) versus radius \( \ln r_{\text{eff}} \) for a temperature range going from \( T_a = 60 \) K to \( T_a = 150 \) K (approximately the CO\(_2\) condensation temperature at the martian surface). We were able to fit a linear regression of the form:

\[
\ln P_{\text{cool}} = a(T_a) + b(T_a) \ln r_{\text{eff}},
\]

(A.4)

where \( a(T_a) \) and \( b(T_a) \) are fitting parameters determined for each \( T_a \) value (0.5 K increment). We proceed in this way for three distinct radius ranges to minimize errors in the fits on the entire radius range (1 nm to 100 \( \mu \)m). Examples of fits are shown in Fig. A.1 with a 10 K step, from 60 K to 150 K. Then, analytical formulas for \( a(T_a) \) and \( b(T_a) \) could be obtained by using the arctan function (Fig. A.2). We constrain the fits to the range \( T_a = 70–140 \) K, which helps improving the match between data and model for both \( a(T_a) \) and \( b(T_a) \). Surface temperatures of crystals during runs were always contained within this range. Values below 70 K were found for exceptional cases (very low concentrations <10\(^{-10}\) m\(^{-3}\) or rare situations where crystals were evolving in very sub-saturated areas with \( S < 10^{-4} \)). Maximum temperatures at crystal surface in our mesospheric simulations are \( \sim 110 \) K, but we keep the temperature range up to 140 K to encompass surface temperatures of crystals at the poles.

Fig. A.1. Plots and (superposed) fits of the radiative cooling term \( P_{\text{cool}}(r) \), on a log-log scale, as a function of the crystal radius \( r \). Plots are shown for different values of crystal surface temperature \( T_a \) : from 60 K to 150 K (plotted with a 10 K step). The three colors are related to the three different radius ranges, which are distinguished by color in this figure legend, the reader is referred to the web version of this article.)

Fig. A.2. Coefficients \( a(T_a) \) and \( b(T_a) \) of Eq. (A.4) as a function of \( T_a \) (black), and their respective fits (superposed in color) for three distinct radius ranges. Analytical formulae used for fitting are given by Eq. (A.5) (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
The coefficients related to power-laws used for the three radiative terms.

<table>
<thead>
<tr>
<th>Coeff.</th>
<th>Radiative cooling</th>
<th>if $r \leq 1.5 , \mu m$</th>
<th>if $r &gt; 3 , \mu m$</th>
<th>Else</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_1$</td>
<td>4.16</td>
<td>4.29</td>
<td>4.08</td>
<td></td>
</tr>
<tr>
<td>$q_2$</td>
<td>91.2</td>
<td>89.7</td>
<td>101.8</td>
<td></td>
</tr>
<tr>
<td>$q_3$</td>
<td>47.9</td>
<td>46.2</td>
<td>41.9</td>
<td></td>
</tr>
<tr>
<td>$q_4$</td>
<td>-30.08</td>
<td>-30.14</td>
<td>-29.54</td>
<td></td>
</tr>
<tr>
<td>$q_5$</td>
<td>0</td>
<td>-0.2410</td>
<td>-0.407</td>
<td></td>
</tr>
<tr>
<td>$q_6$</td>
<td>0</td>
<td>83.49</td>
<td>100.37</td>
<td></td>
</tr>
<tr>
<td>$q_7$</td>
<td>1</td>
<td>17.84</td>
<td>27.5</td>
<td></td>
</tr>
<tr>
<td>$q_8$</td>
<td>3</td>
<td>2.8753</td>
<td>2.902</td>
<td></td>
</tr>
</tbody>
</table>

Solar heating

<table>
<thead>
<tr>
<th>Coeff.</th>
<th>Solar heating</th>
<th>if $r \leq 300 , nm$</th>
<th>if $r &gt; 3 , \mu m$</th>
<th>Else</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_n$</td>
<td>-26.36</td>
<td>-26.73</td>
<td>-26.38</td>
<td></td>
</tr>
<tr>
<td>$z_{l_1}$</td>
<td>2.99</td>
<td>2.67</td>
<td>2.33</td>
<td></td>
</tr>
</tbody>
</table>

Combined atmospheric/surface heating (MAX)

<table>
<thead>
<tr>
<th>Coeff.</th>
<th>Combined atmospheric/surface heating (MAX)</th>
<th>if $r \leq 1.2 , \mu m$</th>
<th>if $r &gt; 3 , \mu m$</th>
<th>Else</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_n$</td>
<td>-25.93</td>
<td>-25.90</td>
<td>-25.43</td>
<td></td>
</tr>
<tr>
<td>$z_{l_1}$</td>
<td>3.0</td>
<td>2.76</td>
<td>2.38</td>
<td></td>
</tr>
</tbody>
</table>

Combined atmospheric/surface heating (MIN)

<table>
<thead>
<tr>
<th>Coeff.</th>
<th>Combined atmospheric/surface heating (MIN)</th>
<th>if $r \leq 1 , \mu m$</th>
<th>if $r &gt; 3 , \mu m$</th>
<th>Else</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_n$</td>
<td>-24.30</td>
<td>-24.29</td>
<td>-23.76</td>
<td></td>
</tr>
<tr>
<td>$z_{l_1}$</td>
<td>3.0</td>
<td>2.77</td>
<td>2.35</td>
<td></td>
</tr>
</tbody>
</table>

This results in the following coefficients for the radiative cooling:

$$a(T_a) = q_1 \arctan \left( \frac{T_a - q_2}{q_3} \right) + q_4,$$

$$b(T_a) = q_3 \arctan \left( \frac{T_a - q_4}{q_5} \right) + q_6,$$

where the $q_i$ coefficients are given in Table A.1. Thus, we have, by letting $k(T_a) = \exp[a(T_a)]$ and $z(T_a) = b(T_a)$:

$$P_{cool}(r, T_a) = k(T_a) r_\text{p}^{q_3}/r_\text{p}^{q_5}.$$

Note that here we have an analytical expression of $P_{cool}$, from which the derivative can easily be obtained as a composition of common functions. For a given radius, $r$, $P_{cool}(r, T_a)$ is derived with respect to $T_a$. Errors associated with this idealized power-law (for $T_a < 0$) are always lower than $5\%$ for $10 \leq r \leq 20 \mu m$ (except for 1.2–2 $\mu m$ and 8–12 $\mu m$ where it ranges from 5% to 9%). Errors are comprised between 10% and 20% for $r = 3000 \mu m$.

Similarly, we can obtain compact expressions for $P_{sol}$ and $P_{em}$ (which however does not rely on crystal surface temperature, but only on crystal radius). Again, three fits are obtained for the three radius ranges used, and $P_{sol}$ is now given by:

$$P_{sol}(r) = k_r r_\text{p}^{q_1}/r_\text{p}^{q_2},$$

where $k_r$ and $z_{l_1}$ are given in Table A.1. Errors associated to this formula are $\leq 5\%$, except between 100 and 300 nm where they are in the range 5–8%, and between 2.2 $\mu m$ in the range 5–9%.

For $P_{em}$, we extracted from the MCD two cases of minimum and maximum IR flux to space, corresponding respectively to early morning/late afternoon and mid-day (~2 pm), typical values for $F_{m}$. The highest value for $F_{m}$ is set to 250 W m$^{-2}$ and the low value to 80 W m$^{-2}$. Our fitting results in the following expression:

$$P_{em}(r) = k_r r_\text{p}^{q_3}/r_\text{p}^{q_4},$$

where $k_r$ and $z_{l_1}$ are given in Table A.1 for the low emission and high emission case and for distinct radius ranges. Errors associated to this formula are below $3\%$ for $r \leq 1 \mu m$ and in the range 3–5% for $r > 1 \mu m$.
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