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1 Abstract  10 

This paper presents the major characteristics of the Institut Pierre Simon Laplace (IPSL) cou-
pled ocean-atmosphere general circulation model. The model components and the coupling 
methodology are described, as well as the main characteristics of the climatology and interan-
nual variability. The model results of the standard version used for IPCC climate projections, 
and for intercomparison projects like the Paleoclimate Modeling Intercomparison Project 15 
(PMIP 2) are compared to those with a higher resolution in the atmosphere. A focus on the 
North Atlantic and on the tropics is used to address the impact of the atmosphere resolution 
on processes and feedbacks. In the North Atlantic, the resolution change leads to an improved 
representation of the storm-tracks and the North Atlantic Oscillation. The better representa-
tion of the wind structure increases the northward salt transports, the deep-water formation 20 
and the Atlantic meridional overturning circulation. In the tropics, the ocean-atmosphere dy-
namical coupling, or Bjerknes feedback, improves with the resolution. The amplitude of 
ENSO (El Niño-Southern oscillation) consequently increases, as the damping processes are 
left unchanged. 
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4 Introduction 
Climate is the result of complex interactions between several subsystems. To understand how 
climate evolves depending on external forcing, climate system models are becoming more 55 
and more complex. Starting from atmosphere only models in the 60s’, climate models incor-
porate now components of ocean, sea ice, land, vegetation, and possibly the carbon cycle, the 
atmospheric chemistry, atmospheric aerosols or oceanic tracers. These powerful tools are 
commonly used for future climate projections (IPCC 2007, Fig. 4b). 

The IPSL CM4 model (Marti et al. 2005) couples four components of the Earth system: 60 
LMDZ (Hourdin et al. 2006) for atmospheric dynamics and physics, OPA (Madec et al. 1997) 
for ocean dynamics, LIM (Fichefet and Morales-Maqueda 1997; 1999) for sea ice dynamics 
and thermodynamics, and ORCHIDEE (Krinner et al. 2005) for the land surface. Successive 
versions of the global coupled model have been developed since 1995. Since the first version 
of the coupled model, our goal was to design and develop a global coupled model with no 65 
flux correction at the air sea interface that can be used to study present, future and past 
climates. Substantial development and analysis concerned the conservation of energy and 
water, so that comprehensive analyses of heat and water budget and transport are possible.  

The first version of the model (Braconnot et al. 1997) was built with the LMD5.3 version of 
the LMD atmospheric model, the OPA 7 version of the ocean model developed at LODYC, 70 
and a simple sea ice component. The first coupled simulations (Braconnot et al. 1997) exhi-
bited a large drift in surface air temperature, which has been attributed to an energetic 
imbalance of the atmospheric model. Several adjustments were performed. A first set of 
modifications has improved the atmosphere boundary layer over mixed sea ice and ocean grid 
cells. A second set was designed to equilibrate the atmospheric model, by adjusting the 75 
threshold for vertical diffusion in stable cases, which allowed for better simulation of 
temperature inversions at high latitudes (Krinner et al. 1997). Other adjustments concern the 
drag coefficient in stable cases and the balance between long wave and short wave radiation 
at the top of the atmosphere (reduction of the water droplet size from 15 µm to 8 µm). 
Although these adjustments allow stable coupled simulations, the energy absorbed in the 80 
tropical region was underestimated, which explains the cold tropical bias in the tropics 
(Braconnot et al. 2000). Mid-latitude experienced a reversed bias. These characteristics 
improved with a new version of the Morcrette et al. (1986) radiative scheme. The 
hydrological cycle was also closed in this revised version, thanks to a simple routing scheme 
that considered the 46 major rivers (Le Clainche 1996). Following the work of Guilyardi et al. 85 
(2001), isopycnal diffusion was implemented in the ocean model. A revised version of the 
interpolation scheme (Marti et al. 2005) also contributed to the local and global conservation 
of energy at the air-sea interface. 

The next step of the model development consisted in implementing the complex IPSL 
thermodynamic sea ice model (L'Heveder 1999; Filiberti et al. 2001). This required some 90 
adjustment in the coupling procedure. In particular, in this IPSL CM2 version, the sea ice 
model computed sea ice albedo, and other surface parameters (Braconnot et al. 2000). The 
derivative of the fluxes with respect to temperature was also provided to the sea ice model to 
insure the stability of the coupling over sea ice, following the detailed stability analysis of 
Dufresne et al. (1996). This version of the model yields to interesting results about the 95 
analyses of the response of the climate to changes in insolation (Braconnot and Marti 2003; 
Khodri et al. 2005). It was also coupled to a carbon cycle model, to perform the first climate 
simulations (present and future) with an interactive carbon cycle (Friedlingstein et al. 2001; 
Dufresne et al. 2002). However, some biases in the model climatology needed to be corrected. 
Increased interest for mid and high latitudes climate leads also to the need for a better 100 
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resolution at high latitudes. Due to the cold bias of the model in the tropics, several aspects of 
the tropical interannual variability, such as the representation of ENSO (El Niño-Southern 
Oscillation), needed improvement. 

The latest developments lead to a completely new model used for CMIP3 (Meehl et al. 
2007), the multimodel ensembles climate projections used in the Intergovernmental Panel on 105 
Climate Change (IPCC) assessment report AR4 (IPCC 2007). The model climatology and the 
representation of the interannual variability were greatly improved compared to the previous 
generations, even though some biases are still present. The objective of this paper is to present 
the major characteristics of the IPCC AR4 version of the coupled model (Dufresne et al. 
2005) and of its climatology. The results of the reference version are now in several databases 110 
(and PMIP II Braconnot et al. 2007; CMIP, Meehl et al. 2007), and used in several scientific 
works. This papers aims to help the database users by explaining the main characteristics of 
the simulated climate, and the origin of the model biases. Several aspects of model 
climatology and variability are affected by the resolution. From the reference version at 
medium resolution, we discuss the impact of the atmospheric resolution on the key climatic 115 
features in the tropics and the mid-latitude. 

Section 2 of the paper presents the model components and the methodology of the coupling. 
Section 3 presents the experiments, their global energetics, and the main characteristics of the 
surface climate. Section 4 focuses on two regions, Atlantic and tropics, and discusses the 
mechanisms yielding to differences between the two resolutions. Conclusion is given in 120 
section 5.  

5 The model 
5.1 Model components 

5.1.1 The atmospheric model LMDZ 
The atmospheric component of the IPSL CM4 model, LMDZ (Hourdin et al. 2006), is a state-125 
of-the-art atmospheric general circulation model, inherited from the original climate model of 
Laboratoire de Météorologie Dynamique of Sadourny and Laval (1984).  

The dynamical part of the code is based on a finite-difference formulation of the primitive 
equations of meteorology. The discretization insures numerical conservation of both 
enstrophy for barotropic flows and angular momentum for the axi-symmetric component. 130 
Vapor and liquid water are advected with a monotonic second order finite volume scheme 
(Van Leer 1977; Hourdin et al. 1999). For the current grids the time-step is of 2 hours for the 
radiation scheme, 30 minutes for physics, and 6 minutes (standard resolution) or 3 minutes 
(high resolution) for the dynamics. For latitudes poleward of 60° in both hemispheres, a 
longitudinal filter is applied in order to limit the effective resolution to that at 60°. 135 

Coupled to the dynamical core, the model includes a set of physical parameterizations. The 
radiation scheme is the one introduced several years ago in the model of European Centre for 
Medium-Range Weather Forecasts (ECMWF) by Morcrette (1986): the solar part is a refined 
version of the scheme developed by Fouquart and Bonnel (1980) and the thermal infra-red 
part is due to Morcrette et al. (1986). Condensation is parameterized separately for convective 140 
and non-convective clouds. Moist convection is treated using mass flux approaches. During 
the preparation of the IPSL CM4 model, Emanuel (1991) convection scheme was adopted in 
place of Tiedtke (1989) scheme. The sensitivity of the simulated climate to the convection 
scheme has been studied by Hourdin et al. (2006) for the atmosphere alone, and by Braconnot 
et al. (2007) for the ocean-atmosphere model. Clouds are represented through a log-normal 145 
probability distribution function of subgrid scale total (vapor and condensed) water (Le Treut 
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and Li 1991; Bony and Emanuel 2001). Effects of mountains (drag, lifting, gravity waves) are 
accounted for using a state-of-the-art scheme (Lott 1997; 1999). 

For coupling purposes, a fractional land-sea mask was introduced in the model. Each grid 
box was then divided into four sub-surfaces corresponding to land surface, free ocean, sea ice 150 
and glaciers. Surface fluxes are computed using parameters (roughness length, albedo, tempe-
rature, humidity etc…) adapted to each surface type. For each atmospheric column, vertical 
diffusion is applied independently for each sub-surface, and the resulting tendencies are ave-
raged. In addition an interface model was also introduced to disconnect more easily surface 
processes from the atmosphere (see section 5.2). The diffusion scheme was rewritten to 155 
systematically force the boundary layer by surface fluxes. The computation of surface fluxes 
is done in an independent model that requires providing this model with the sensitivity of the 
turbulent flux to temperature, in order to preserve the properties of the semi-implicit scheme. 
With this formulation the flux model can be either a routine in the atmospheric model, an 
ocean model or a land surface scheme. 160 

5.1.2 The land surface model ORCHIDEE 
ORCHIDEE (Krinner et al. 2005) is divided is three modules, devoted respectively to hy-
drology, carbon cycle and vegetation dynamics. Only the hydrological module SECHIBA 
(Ducoudré et al. 1993; Verant et al. 2004) is activated here. It has been developed as a set of 
surface parameterizations for an atmospheric general circulation model. It describes the short-165 
timescale processes (of the order of a few minutes to hours) of energy and water exchanges 
between the atmosphere and the biosphere. The parameterizations of photosynthesis follow 
Farquhar (1980) for C3 plants and Collatz (1992) for C4 plants. Stomatal conductance is cal-
culated following Ball (1987), including the dependence on CO2 concentration. The other two 
modules have not been activated in this study. 170 

ORCHIDEE includes (in SECHIBA) a routing scheme which combines the horizontal flow 
of water in the river basins with the vertical processes classically included in land-surface 
models. It is based on the work of Hagemann and Dümenil (1998), and uses a cascade of 
three reservoirs: the stream and two aquifer reservoirs, each being associated with only one 
time constant. In each grid-cell the runoff and drainage are the water supply of the routing 175 
system. ORCHIDEE in this configuration has been validated over a wide range of regions and 
time scales and gives satisfactory results as discussed in Verant et al. (2004) and Ngo-Duc et 
al. (2005). The description of land ice included in ORCHIDEE is not used when coupled to 
the atmosphere. 

5.1.3 The oceanic component: the OPA System 180 

The OPA system (Andrich 1988; Madec et al. 1997) is a primitive equation model of both the 
regional and global ocean circulation. The OPA reference manual (Madec et al. 1997) details 
the ocean physics as taken into account by the model (explicitly or using sub-grid parameteri-
zation) as well as boundary conditions (surface, bottom, lateral), numerical schemes and com-
puter implementation (http://www.lodyc.jussieu.fr/opa.). 185 

The ocean configuration used here is named ORCA2. Its specificity lies on the horizontal 
curvilinear mesh used to overcome the North Pole singularity found for geographical meshes. 
The common geographical coordinate system has a singular point at the North Pole that 
cannot be easily treated in a global model without filtering. A solution consists in the use of a 
tripolar grid (Madec and Imbard 1996; Murray 1996). The grid is based on a 2° Mercator 190 
mesh (i.e. variation of meridian scale factor as cosinus of the latitude). In the northern 
hemisphere the mesh has two poles, over Canada and Siberia. The ratio of anisotropy is 
nearly one everywhere. The mean grid spacing is about 2/3°. The latitudinal resolution is 
refined to 1° near the equator, and in the Mediterranean Sea. The Gibraltar Strait is explicitly 
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resolved, with a width of 111 km. The vertical domain spreads from the surface to a depth of 195 
5000 m. There are 31 levels, with 10 levels in the top 100 m.  

The eddy viscosity coefficient on momentum depends on the geographical position. It is 
taken as 40,000 m2 s-1, reduced to 2,000 m2 s-1 in the equator regions except near the western 
boundaries. Diffusion on tracer acts along the isopycnal surfaces (neutral surfaces) with an 
eddy diffusivity coefficient of 2,000 m2 s-1. The eddy induced velocity parametrization uses a 200 
coefficient that depends on the growth rate of baroclinic instabilities (it usually varies from 
15 m2 s-1 to 3,000 m2 s-1). The Beckman (1998) diffusive bottom boundary layer 
parameterization is applied along continental slopes. A linear friction is applied on 
momentum. To parameterize ocean convection, the vertical eddy viscosity and diffusivity 
coefficients are increased to 100 m2 s-1 in case of static instability. The free surface 205 
formulation of Roullet and Madec (2000) is used. 

5.1.4 The LIM sea ice model 
LIM (Louvain-la-Neuve sea Ice Model) is a thermodynamic-dynamic sea ice model specifi-
cally designed for climate studies (Fichefet and Morales-Maqueda 1997; 1999). Sensible heat 
storage and vertical heat conduction within snow and ice are determined by a three-layer 210 
model (one layer for snow and two layers for ice). The effect of the subgrid-scale snow and 
ice thickness distributions is accounted for through an effective thermal conductivity, which is 
computed by assuming that the snow and ice thicknesses are uniformly distributed between 
zero and twice their mean value over the ice-covered portion of the grid cell. The storage of 
latent heat inside the ice resulting from the trapping of shortwave radiation by brine pockets is 215 
taken into account. The surface albedo is parameterized as a function of the surface tempera-
ture and the snow and ice thicknesses. The model allows for the presence of leads within the 
ice pack. Vertical and lateral growth and decay rates of the ice are obtained from prognostic 
energy budgets at both the bottom and surface boundaries of the snow-ice cover and in leads. 
Snow aging is parameterized identically in LIM, ORCHIDEE and LMDZ. The viscous-plastic 220 
constitutive law proposed by Hibler (1979) is used for computing the internal ice force. The 
ice strength is taken as a function of the ice thickness and compactness. The sea ice model 
runs on the same grid as OPA. 
5.2 The coupled model 

5.2.1 Coupling between atmosphere and surface 225 

The coupling scheme of the previous versions of the IPSL model (Braconnot et al. 2000; 
Dufresne et al. 2002) has been revisited to ensure both global and local conservations of mo-
mentum, heat and fresh water fluxes at the air-sea interface. Following some of the ideas im-
plemented in previous model versions (Dufresne and Grandpeix 1996; Braconnot 1998), an 
interface model was implemented in the atmospheric model. Each atmospheric column is 230 
interfaced with up to four different surface types: ocean, land, sea ice and land ice. Turbulent 
surface fluxes and surface temperature are computed separately on each subsurface, according 
to the surface characteristics (roughness length, stability etc. …). The fluxes are sent to each 
sub-model (ocean, sea ice, land, glacier). In the atmosphere, the flux is the weighted sum of 
the fluxes computed for each subsurface. The computation of turbulent fluxes is detailed in 235 
the appendices. The radiative fluxes are computed in the atmospheric column, and redistrib-
uted on each subsurface taking into account the local properties of each subsurface (i.e. the 
albedo for the short wave flux, and temperature for the long wave flux). The redistribution is 
conservative. The coupling sequence yields a small loss or gain in energy and water. The 
LMDZ model computes average surface fluxes over free ocean and over sea ice during the 240 
coupling time step t-1 (currently one day). These fluxes are then sent to ORCA that uses them 
with a sea ice cover that has evolved, and keeps evolving during the time step t. At the end of 
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time-step t, the integrated flux received by the ocean could thus be slightly different from 
those sent at the end of time-step t-1. 

5.2.2 Atmosphere / Ocean / Sea ice coupling 245 

Fig. 1 shows the fields exchanged between ocean, atmosphere and sea ice. For most of the 
fields, the sea ice model acts as an interface model between atmosphere and ocean. The sea 
ice model receives the fluxes for free ocean and sea ice. It computes the evolution of sea ice, 
and computes the fluxes at the interface between the sea-ice and the ocean. The ocean re-
ceives only average fluxes and does not know the fraction of sea-ice. The ocean-sea ice inter-250 
action is exactly the same when the ocean-ice model is forced by climatology (e.g. see 
Timmermann et al. 2004) or coupled to an atmosphere model. 

Amongst the fields sent by the atmosphere is ∂Q/∂T. This field is the derivative of turbulent 
heat fluxes over sea ice with respect to surface temperature. To compute the temperature at 
the upper surface of the ice, LIM uses an implicit scheme for which the derivative of non-255 
solar fluxes is needed. LIM computes the derivative of the long wave flux using the black 
body law, and adds the part from turbulent fluxes computed by LMDZ. The OASIS coupler 
(Valcke 2006) is used to synchronize the models, and interpolate and exchange fields. 

5.2.3 Grids, interpolations and coastline. 
The atmosphere (LMDZ) and the surface model (ORCHIDEE) run on a regular longi-260 
tude/latitude grid whereas the ocean (OPA) and sea ice (LIM) run on a stretched grid. Vector 
fields (wind stress) are interpolated from atmosphere to ocean with a bicubic scheme. Scalar 
fields (heat and water fluxes, temperatures, sea ice fractions and albedos, but not calving) are 
interpolated using a first-order conservative remapping (Jones 1999). 

The ocean bathymetry and coastline are derived from the 2-minute resolution Etopo2 265 
bathymetry file of NGDC (National Geophysical Data Center), which is a combination of the 
satellite-based bathymetry (Smith and Sandwell 1997) and IBCAO in the Arctic (Jakobsson et 
al. 2000). It has been merged with the BEDMAP data (Lythe and Vaughan 2001) beyond 
72°S in the Antarctic. In the ocean, a grid box is either fully ocean (mask=1) of fully land 
(mask=0). To keep exactly the same coastline in the ocean and the atmosphere models, the 270 
ocean mask is interpolated toward the atmosphere using the method used for scalar fields. 
This gives the fractions of land and ocean in each atmospheric grid box. In the ocean fraction, 
repartition between free ocean and sea-ice is given by the sea-ice model at each coupling step. 
The atmosphere computes the fluxes on each subsurface, allowing an exact local and global 
conservation of each quantity, even at the coast. 275 

5.2.4 Closure of the fresh water budget 
Snow can accumulate on some grid points, particularly on glaciers. The effect will be a de-
creased of the sea level. In nature, and if the climate is stable, the dynamics of the ice-sheet 
should compensate the sea level depletion, through the calving of iceberg. Calving needs to 
be taken into account in the water budget. On land-ice surface, the local snow mass is limited 280 
to 3,000 kg m–2. At each time-step, the snow mass over this limit is sent as calving to the 
ocean, with a time filtering over ten years (see annex 9.3). A specific interpolation scheme is 
applied to calving: Earth is divided in three latitude bands with limits at 
90°S/50°S/40°N/90°N. In each band, the calving is integrated and evenly sent to the ocean in 
the same latitude band. As the model is used for paleoclimate studies (Braconnot et al. 1999; 285 
Kageyama et al. 1999; Pinot et al. 1999; Kageyama et al. 2001; Alkama et al. 2006), the 40°N 
limit was chosen because it corresponds to the southernmost latitude reached by icebergs dur-
ing ice ages (Heinrich events). For the northern band, the calving is sent to the Atlantic and 
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the Arctic, but not to the Pacific. Calving pours directly in the ocean, under sea ice, like river 
run-off. 290 

In the ocean model several 'seas' are separated from the global ocean (North American 
Great Lakes, Caspian Sea and Black Sea). The global balance of water is equilibrated in the 
model. When averaged over the ocean and over several decades, the water flux going into the 
ocean (net result of precipitation, run-off, calving and evaporation) is close to zero. This is not 
true for each indivual closed area, which may create a net transfer of water between the global 295 
ocean and the closed sea. To avoid any drift of salinity in both closed seas and global ocean, 
closed seas benefit from a special treatment. The water budget over each indidual closed sea 
is set to zero. The water that should pours into each closed sea (or evaporates from) is added 
to the water budget of the global ocean, whith three differents schemes: (i) for the Black Sea, 
the water budget of the closed sea goes to closest oceanic grid point, mimicking the water flux 300 
in the straits; (ii) for the North American Great Lakes, if the water budget is positive (excess 
of water), it goes to the ocean, at the mouth of the St-Lawrence river. If it is negative 
(evaporation), it is spreaded over the whole open ocean; (iii) for the Caspian sea, the water 
budget, either positive or negative, is spreaded over the whole open ocean. 

6 Experiments and main characteristics 305 

6.1 Experiments 
Two simulations are presented in the paper, that use the same ocean model and two differ-

ent atmospheric resolutions. Experiment CTRL is run with a horizontal resolution of the 
atmosphere of 96 points in longitude and 71 points in latitude (3.7°x2.5°). This model 
corresponds to the reference version of the IPSL model used for future climate projection 310 
(Dufresne et al. 2005) for the IPCC AR4 report. The HiRes experiment uses a 144x96 
atmospheric resolution (2.5°x1.875°). Both simulations use 19 levels on the vertical, and the 
same set of model parameters in all submodels, with no change of turbulent viscosity and 
diffusion. Before coupling, the atmosphere model is equilibrated so that the net heat flux at 
the top of the atmosphere is close to zero in global and multi-year averages (absolute value 315 
less than 0.1 W-1 m-2) under modern condition. The tuning only affects the radiative 
properties of the atmosphere. It concerns parameters such as the droplet size or the subgrid 
scale distribution of water vapour following Hourdin et al. (2006). Then the model is coupled. 
The simulations considered use present concentrations of greenhouse gases (Table 1). In 
HiRes, the same model parameters are used. No specific tuning was needed to equilibrate the 320 
surface flux. A larger resolution change would probably implies a specific parameter tuning. 

For CTRL, the initial state of the ocean is rest, with temperature and salinity set to the values 
of the Levitus (1982) atlas at January 1st. Initial state of atmosphere is a January 1st of the 
ERA15 reanalysis from ECMWF (http://www.ecmwf.int/research/era/ERA-15). The soil 
model starts with a water content of 300 mm, and no snow cover. HiRes branches off CTRL 325 
at year 213, using the ocean and sea ice states of CTRL. Atmosphere, soil and snow over land 
and land ice restart from the same initial states as the one used for CTRL. Both simulations 
end at year 500. The mean state and the mean seasonal cycle of years 401 to 500 are used for 
all diagnoses.  

6.2 Model adjustment 330 

CTRL exhibits three main phases of adjustment (Fig. 2). First, fluxes at top of atmosphere 
(TOA) and at surface adjust rapidly, in about two years, and so doe’s surface temperature. 
During this period, about half of the final snow cover is built. During the next 20 years, the 
snow cover and the sea ice continue to accumulate to reach almost their final state. Ocean 
topmost layers (the top 100 m) stabilize within the same time frame. The final stabilization 335 
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period lasts about 150 years, corresponding to a slow decrease of the ocean transport in the 
Atlantic, and to an increase of the snow cover in the Northern Hemisphere. Sea-ice increases 
(not shown), with a strong inter-annual variability. The upper 600 m of the ocean stabilizes 
during this period. After this adjustment, the model drift becomes negligible, with a global 
heat budget of -0.15 W m-2 at the surface. The global ocean temperature drift is 340 
0.5°C/millennium. 

HiRes branches from CTRL with a spun-up ocean and sea ice, but with no snow cover. The 
stabilization of HiRes also shows three phases, with similar time scales as for CTRL. The 
snow cover builds up rapidly, but with a reduced extend compared to CTRL (Fig. 2). Surface 
variables (temperature, albedos, …) stabilize within a few years from 90°S to 30°N, which 345 
explains why the surface budget adjusts very rapidly (Fig. 2). From 30°N to 90°N, the 
adjustment of temperature, snow cover and sea-ice is slower, and takes about 100 years in the 
Arctic. HiRes stabilizes with a warmer globally averaged temperature (by 0.87°C) than CTRL 
(Table 2). The drift of temperature and salinity in the deep ocean (below 1000m) are detailled 
in Table 3. They are lower than 0.6°C/millenium and 0.1 PSU/millenium for both 350 
experiments in all basins. 
The difference in the adjustment of HiRes and CTRL is driven by differences in surface al-
bedo induced by reduced snow and sea-ice cover in HiRes over most of the continental re-
gions in the northern Hemisphere and in the high latitudes (Fig. 3). These surface changes 
over the continent are mainly due to differences in the large-scale atmospheric circulation. 355 
Along 40°S the differences seen in Fig. 3 correspond to a southward shift of the major pattern 
of the circulation and are discussed in section 7.3. The differences in albedo and temperature 
are consistent with more solar radiation entering the system in HiRes (3.18 W m-2) and more 
infrared radiation emitted to space (3.24 W m-2). The difference in clear sky solar radiation at 
the surface between the two experiments (2.61 W/m2) is similar to the clear sky change in 360 
short wave (SW) at the top of the atmosphere (TOA), and represents most of the change in 
SW radiation. The absorption of the atmospheric column and the cloud radiative forcing have 
thus only a limited contribution to the SW radiative change, suggesting that the changes in 
solar radiation are driven by surface conditions, and mostly snow and sea-ice. The excess so-
lar energy in HiRes is balanced at the surface by increased evaporation (3.02 W m-2). The 365 
other surface heat fluxes do not change significantly between the two experiments. Changes 
in the atmospheric temperature profile and the water content both contribute to increase the 
greenhouse effect of the atmosphere by 1.82 W/m2, which also feedback on the temperature 
adjustment. Here the green house effect is simply estimated by the difference between the sur-
face emission and the long wave heat flux at TOA. It is not possible from our rough estimates 370 
to separate the different effects on the longwave radiation.  

The difference in the snow cover and the longwave feedback drives most of the difference 
in the short term adjustement between HiRes and CTRL (Fig. 2). Then the longer time scale 
(100 yrs) needed to reach a surface equilibrium in albedo and temperature corresponds to the 
time needed in HiRes to reduce the sea-ice cover in high latitudes. It is associated to an 375 
increase of the ocean heat transport in the Atlantic (see below).  

6.3 Final state 
The differences in surface adjustment between the two simulations also affect part of the at-
mosphere and ocean column. For the atmospheric part of the system, the major differences 
between the coupled model and observations follow the patterns seen in atmosphere alone 380 
simulations (Hourdin et al. 2006). The zonal mean of temperature exhibits a cold bias of 
about 8°C at 200 hPa in CTRL (Fig. 4). This pattern was attributed to an overestimation of 
the moisture content at this level in the LMD model, amplified by the coupling with the ocean 
(Braconnot et al. 2007). There is a systematic shift of the atmospheric structures (jet stream, 
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temperature) toward the equator already seen in atmosphere only simulations (Hourdin et al. 385 
2006). This yields cold mid-latitudes in the atmosphere and the upper ocean in both ex-
periments. In the southern subtropics and high latitudes, the signal penetrates down in the 
ocean. At other latitudes, the vertical gradient of oceanic temperatures is not steep enough in 
the model, with too cold surface temperature (except near the equator), and an ocean too 
warm in the upper 1000 m. However, the differences do not exceed 1°C in most places. The 390 
salinity is too low north of 30°N in CTRL by about 1.5 PSU at the surface. This surface bias 
extends to about 500, with gradual decrease. This bias has been attributed to the southward 
shift of the major pattern of the large scale ocean circulation and to a too large fresh water in-
put in the north Atlantic (Swingedouw et al. 2006). At 45°N, the fresh water bias at depth cor-
responds to the Mediterranean outflow, which induces too low salinity at 1500 m. On the con-395 
trary, salinity is too high in the latitudes bands of 0°N-30°N and 15S-30°S, extending to about 
1000 m. 

In HiRes, the moisture content (not shown) is lower than in CTRL below 200 hPa and 
higher above. The temperature follows this pattern, being colder than CTRL above 200 hPa, 
and warmer below (Fig. 4), with an exception at high southern latitudes, where temperature 400 
remains cooler at all altitudes. The equatorward shift of the atmospheric jet is present but 
reduced when the atmospheric resolution increases, and so is the temperature bias. Fig. 5 
synthetizes on a Taylor (2001) diagram the global correlation and the root mean square 
difference between model and data, and shows that this shift in wind structure slightly 
improves globally the ocean surface temperature and salinity. In high northern latitudes, 405 
salinities are even smaller than in CTRL near the surface, but larger at depth, with a stronger 
stratification. 

 The different equilibria between the two simulations are associated with slight differences 
in the ocean and atmospheric heat transports (Fig. 6). In CTRL, the global ocean heat 
transport is correct in the low latitudes, but is too weak north of 20°N and south of 20°S. The 410 
value of 1.27 1015 W at 24°N is lower than observation-based estimates of 1.8±0.3 1015 W 
(Ganachaud and Wunsch 2003). This weakness appears to be related to the Atlantic heat 
transport (Fig. 6e). It reaches 0.68 1015 W at 24°N in CTRL. Several estimates have been 
made at this latitude, the lower range being provided by MacDonald (1998) with a 
1.07±0.26 1015 W estimate. The role of the ocean and of the atmosphere in redistributing heat 415 
between the equator and the poles changes between the two experiments, with a more active 
ocean in HiRes (Fig. 6d). This is attributed to a larger overturning transport in the Atlantic 
(see below). In HiRes, the ocean heat transport north of 10°N reaches a maximum of 
1.49 1015 W, and an Atlantic maximum of 0.82 1015 W. 

The stream functions of the zonally integrated ocean flow of the present day equilibrium 420 
simulations reflect the underestimation of the ocean heat transport (Fig. 6). Even though it is 
in good qualitative agreement with observations in CTRL (e.g. Ganachaud and Wunsch 2003; 
Talley et al. 2003), the maximum value of about 11 Sv (1 Sv ≡ 106 m3 s-1) is too small. The 
maximum strength of the AMOC increases in HiRes and reaches 15 Sv. This is still not suffi-
cient to ensure a realistic northward heat transport but it is not inconsistent with the observa-425 
tional estimates cited above. Apart from this intensification, the NADW cells are similar in 
the two simulations. In particular, the cell reaches the same depth, approximately 3000 m. At 
depth, the AABW is hardly affected by the change in atmospheric resolution. It is weak in 
both cases. 

Following Bryden and Imawaki (2001), we separate the oceanic heat transport between its 430 
barotropic part (gyre heat transport) and its baroclinic part (overturning heat transport). The 
gyre heat transport is very simular in the two simulations, with values of 0.19 1015 W and 
0.17 1015 W for CTRL and HiRes respectively, while the overturning heat transport 
significantly increases from 0.49 1015 W in CTRL to 0.66 1015 W in HiRes. The increase in 
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the Atlantic heat transport with increasing atmospheric resolution is therefore mostly due to 435 
the improvement of the AMOC intensity (see section 7.2 for the explanations concerning this 
improvement). Note that, according to Böning et al. (1995), every increase of 2 Sv in AMOC 
is associate to an increase of 0.1 1015 W in heat transport at 25°N. An AMOC intensity of 
18 Sv at 25°N will be necessary to obtain a 1.1 1015 W ocean heat transport. This value is in 
agreement with Talley et al. (2003) estimates. It shows that in our simulations the bias in 440 
AMOC intensity (8.3 Sv and 4.5 Sv at 25°N in CTRL and HiRes respectively) is consistent 
with the bias in ocean heat transport.  
6.4 Surface characteristics 

Fig. 8a shows the difference between the simulated annual mean sea surface temperature 
(SST) and the Reynolds (1988) climatology. Both simulations capture successfully the large-445 
scale patterns. The main shortcoming of CTRL is a cold bias at middle latitudes both in the 
Atlantic and the Pacific oceans. The bias reaches 6°C in the North Atlantic, resulting from a 
combination of a southward shift of the north Atlantic drift and the advection of cold water 
from the north. At higher resolution (HiRes), the bias is strongly reduced in both oceans and 
both hemispheres.  450 

In the tropics, temperature and salinity biases are found in the eastern part of the basins in 
the Atlantic and the Pacific, and along the continental boundaries in the Indian Ocean. This is 
a typical bias in coupled ocean-atmosphere models (IPCC 2007, Fig. S8.1). It is associated 
with insufficient resolution, which leads to a poor representation of the local wind stress and 
the oceanic upwelling (Braconnot et al. 2007). 455 

The combination of the cold bias at middle latitudes and the warm bias in the tropics is 
associated to a stronger than observed equator-to-poles SST gradient. The gradient is 
improved with enhanced atmospheric resolution, suggesting that increasing the resolution has 
corrected some circulation errors. This differs from Hack et al. (2006) who find similar SST 
error patterns and magnitudes in versions of the CCSM3 with atmospheric configurations T42 460 
and T85 respectively. 

The large-scale characterics of precipitation (Fig. 9) in CTRL are detailed by Braconnot et 
al. (2007). They are consistent with the temperature field. In January, precipitation north of 
the equator in the eastern Pacific is too sluggish, with even less precipitation in HiRes. The 
double ITCZ (intertropical convergence zone) at 4°S is present in both simulations, and is 465 
stronger in HiRes. The structure of the South Pacific Convergence Zone is too zonal in both 
simulations, penetrating too far toward the east Pacific. In the Atlantic, ITCZ precipitations 
are to weak in January, particularly over the Amazon. In July, the ITCZ of CTRL is shifted 
southward compared to observations. Its position is better represented in HiRes, with stronger 
rainfall along the Africa coast. However, HiRes does not improve the monsoon rainfall over 470 
Africa. 

The large scale characteristics of the two simulations are summarized in Table and Fig. 5. 
The larger improvement between CTRL and HiRes is obtained for sea ice in the southern 
heamisphere. Other fields also benefits from measurable improvement. It concerns mainly the 
dynamics of the atmosphere with the zonal wind stress and the 500 hPa filtered standard 475 
deviation. Over the ocean, temperature benefits from larger improvements than salinity.  

7 Regional characteristics and role of processes and feedback related to the atmos-
pheric resolution. 

This part focuses on the climate of specific regions to address the impact of the atmosphere 
resolution on regional processes and feedbacks. In the North Atlantic, wind structure and vari-480 
ability have a strong impact over the ocean deep convection and thermohaline circulation. At 
high southern latitudes, the Antarctic Circumpolar Current responds to the structure and 
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strength of winds. In the tropics, atmosphere resolution changes the seasonal cycle and the 
ENSO variability. 
7.1 North Atlantic atmospheric circulation. 485 

Most of the differences in the Atlantic sector between CTRL and HiRes may be attributed to 
differences in the winds. Mid-latitude climates are characterised by their day-to-day vari-
ability, especially in winter over the oceans and surrounding regions (Hoskins and Hodges 
2002). The phenomena responsible for this variability are the weather systems that develop 
over the Pacific and Atlantic oceans. They are responsible for a large part of the precipitation 490 
and of the equator-to-pole heat transport at these latitudes. Due to their typical size, of the 
order a thousand km, and to the present resolution of climate models, the representation of the 
variability associated with these weather systems is expected to be sensitive to resolution. For 
example, Dong and Valdes (2000) show that increasing the resolution from T21 to T42 leads 
to major improvements of the storm-track representation, in particular in the amplitude of the 495 
storm-track. A further increase to T63 resolution does not yield such a strong effect, showing 
that T42 is a threshold resolution. The resolutions of our experiments, 96x72 and 144x96 
straddle this threshold and we expect significant differences in the storm-track representation 
in the simulations. 

Fig. 10 shows the high-pass filtered 500 hPa geopotential height standard deviation 500 
computed from the NCEP/NCAR reanalyses and the CTRL and HiRes simulations. The filter 
is Hoskins et al. (2002) ‘poor-man filter’ retaining variability for periods smaller than 10 
days. The figure shows that even at a medium resolution (CTRL) both storm-tracks are quite 
well represented. However, the Pacific storm-track is not strong enough and does not present 
a secondary maximum near the American coast. In CTRL, the Atlantic storm-track has, as in 505 
the NCEP/NCAR reanalyses, a stronger maximum than the Pacific storm-track, but this 
maximum is smaller than in the reanalyses and the region of high variability does not extend 
as much to the Northeast, over the Norwegian Sea, as in the reanalyses. Both the amplitude 
and the longitudinal extent of the storm-tracks are better represented in HiRes. The Pacific 
storm-track is even a little too strong. The Atlantic storm-track’s amplitude, on the other 510 
hand, is satisfactory but its eastern end tilts too much to the south compared to the reanalyses. 
The two simulations also differ over Siberia, with a larger variability, closer to the reanalyses, 
in the high resolution case. 

The increased resolution therefore results in a better representation of the winter mid-
latitude storm-tracks, which can relate to a slightly improved representation of the equator-to-515 
pole transport shown on Fig. 6. Storm-tracks are related to equator-to-pole temperature 
gradients through baroclinic instability theory. In section 6.4, we have shown that this 
gradient is too strong in the low resolution run, while it decreases and is more similar to the 
observed one in the high resolution run. So, the increase in storm-track variability in the high 
resolution run is not related to an increased equator-to-pole thermal gradient, but rather, 520 
probably, to the resolution itself. The improvement of the representation of the precipitation 
over the East Atlantic could also be related to these improvements in the storm-tracks. 
Another approach to diagnose the effect of the resolution on atmospheric circulation is to as-
sess the North Atlantic Oscillation (NAO) variability in the two experiments. A large number 
of spatial patterns and indices have emerged in studies of the northern hemisphere wintertime 525 
low-frequency variability. Recently, Quadrelli and Wallace (2004) have shown that they can 
all be almost fully retrieved by a linear combination of only two basis patterns: the leading 
two empirical orthogonal functions (EOF) of the monthly sea level pressure (SLP) field. The 
first two EOFs computed by a principal component analysis of the NCEP/NCAR reanalysis 
SLP for the 1958-2007 period are shown on the left panels of Fig. 11. EOF1 is a quasi-530 
zonally symmetric dipole between the polar and mid-latitude also called the Northern Annular 
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Mode or Arctic Oscillation. EOF2 on the other hand is a wavy pattern with a large centre of 
action over the Pacific and a weaker secondary wave train over Europe. The two EOFs are 
orthogonal by construction.  

The first EOF of SLP for the CTRL and HiRes simulation is similar to the observed one 535 
(Fig. 11). Over the Atlantic sector, they all resemble the NAO pattern, although the structure 
is shifted slightly northward and stronger over Siberia in the simulations. The main difference 
is over the Pacific Ocean: in CTRL the EOF1 variance is concentrated in the Atlantic, 
whereas in HiRes and the reanalysis there is a secondary centre of action in the Pacific of 
comparable amplitude. The second simulated EOF exhibit the dominant Pacific centre, shifted 540 
to the east in both cases. The wave train over the Atlantic is however better captured by 
HiRes, where it is in phase with the observed one, instead of phase quadrature for CTRL. 
These results can be summarized by Fig. 12, following Quadrelli and Wallace (2004): each 
simulated EOF is represented by a line whose projections on the horizontal and vertical axes 
give the spatial correlation with the observed EOF 1 and 2, respectively. The HiRes EOFs 545 
reproduce almost perfectly the observed ones (the correlation of EOF 2 with NCEP/NCAR 
EOF2 is not perfect, because of the small shift of the Pacific centre, but the orthogonality with 
the EOF1 is conserved). For CTRL, EOF1 and 2 are rotated with respect to the NCEP ones: 
this reflects the poorer representation of the Pacific/Atlantic connections in this simulation. 

There is therefore a strong improvement with resolution of the simulated variance in the 550 
Pacific, and its connection with the Atlantic sector. A possible reason is that the Pacific jet is 
stronger than the Atlantic one, and driven to a large extent by tropical heating. An even 
stronger jet, as found in lower resolution simulations, (not shown) will tend to trap eddies and 
destroy the positive feedback between eddies and jet fluctuations at the origin of the observed 
low-frequency variability (Eichelberger and Hartmann 2007). This mechanism is consistent 555 
with a continuous decrease of the Pacific jet speed from CTRL to HiRes, and a corresponding 
increase in storm tracks amplitude and month-to-month sea level pressure variance. This is 
consistent with an improvement of the wind structure, and its effects on the gyre circulation 
(see below). 
7.2 Oceanic circulation in the North Atlantic  560 

The improvement of the atmospheric circulation in HiRes has a strong impact on the char-
acteristics of the Atlantic Ocean, including the representation of sea ice cover, deep-water 
formation and thermohaline circulation. In the Northern Hemisphere, the sea ice concentra-
tion is overestimated in CTRL during wintertime in the Atlantic sector, with sea ice covering 
the Labrador and Barents Seas (Fig. 14a). The maxima in ice thickness are situated north of 565 
the Canadian Archipelago and north of Greenland (Fig. 14a), in good agreement with obser-
vations (Bourke and McLaren 1992). A less realistic secondary maximum is present in the 
eastern Siberian Sea. On the other hand, a slight underestimation of the winter sea ice extent 
in the Okhotsk and Bering Seas is present (Fig. 14c). The underestimation of the ice extent is 
still present in summer in HiRes in the North Atlantic, the GIN seas (Greenland-Icelandic-570 
Nordic seas), and the Barents Sea (Fig. 14d). There is almost no difference with respect to 
CTRL in the Bering and Okhotsk Seas. HiRes has a more realistic ice thickness distribution in 
the Arctic, in particular in the eastern Siberian Sea where CTRL simulates an ice thickness 
higher than 6 m. The reduction of the bias there in HiRes is due to a better location of the 
Beaufort high in this model version. Indeed, in CTRL, the high pressure system in the Ca-575 
nadian Basin extends towards the North Siberia (not shown), resulting in onshore winds that 
transport sea ice towards the eastern Siberian Sea and induce a high sea ice accumulation 
there. DeWeaver and Bitz (2006) found the same type of reduction of model biases when 
comparing CCSM3 simulations at high and medium resolutions. They attribute this improve-
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ment to a better representation of the fall and winter Arctic surface winds in the high resolu-580 
tion version of the model.  

The sea ice off the Labrador Sea is reduced in HiRes, but still extends too far east. Because 
of a stronger northward oceanic heat transport in the northern North Atlantic (Fig. 6e), the 
overestimation in sea ice extent in the North Atlantic sector seen in CTRL is strongly 
attenuated in HiRes, leading to a reasonable sea ice edge position in winter characterized by 585 
only small errors in the central Labrabor Sea and north of Iceland. The improved ocean heat 
transport in HiRes is associated with differences in the location and intensity of deep-water 
formation. The model deep-water formation is characterised by two sites of deep convection 
in the North Atlantic (Fig. 13). One site is located in the Nordic Seas, as in the observations, 
although the site is shifted to the south-east in the model as compared to observations and the 590 
maximum of the mixed layer depth is not deep enough (Swingedouw et al. 2006; 
Swingedouw et al. 2007). Both discrepancies are reduced in HiRes. The location of deep 
convection south of Iceland in both simulations is unrealistic, while there is no deep 
convection in the Labrador Sea in the model. As discussed in Swingedouw et al. (2007), this 
is presumably due to an excess of fresh water input in the northern North Atlantic. As a result 595 
of this lack of convection in the Labrador Sea, this basin is fully covered by sea ice in winter, 
contrary to what is observed. The increase of atmospheric resolution induces a slight 
northward shift of the winter sea ice limit in the Labrador Sea, but this is still not sufficient to 
allow deep convection in the Labrador Sea. In agreement with the deepening of maximum 
mixed layer depths in the northern North Atlantic, Atlantic MOC is stronger in HiRes and 600 
reaches 15 Sv (Fig. 7). 

In both simulations and at both convection sites, an increase of sea surface density and 
mixed layer depth is correlated to increased sea surface salinity. In the model, deep 
convection is thus primarily driven by haline anomalies. SST is hardly correlated with sea 
surface density anomalies in these areas (except south of Iceland in CTRL, but with a sign of 605 
correlation that would rather prevent deep-water formation). 

Changing the resolution can affect the atmospheric dynamics and cloud distribution, which 
therefore can modify the water budget. Nonetheless, Hack et al. (2006) did not manage to 
correct the global precipitation bias by increasing horizontal resolution. Here we focus on the 
atmospheric fresh water forcing of the Atlantic, north of 40°N for the different model 610 
resolutions in comparison with the data from ERA40 (Uppala et al. 2005) and UNESCO  
rivers data (Table). We notice that increasing the resolution does not significantly modify the 
total surface fresh water budget in the region analysed. A total bias of more than 0.1 Sv in 
comparison with the observations appears in both atmospheric resolutions. This bias is mostly 
related to an incorrect budget of precipitation minus evaporation in the northern high 615 
latitudes. The difference in terms of salinity in the North Atlantic and AMOC between HiRes 
and CTRL is therefore not attributable to differences in surface fresh water forcing and is 
therefore certainly related to salt transport. 

Following Wijffels et al. (1992), we separate the salinity transport into a gyre component 
primarily related to the barotropic part of the transport, and an overturning component related 620 
to the baroclinic part. The overturning salt transport depends on the AMOC intensity. It 
represents a classical positive feedback for the AMOC (Stommel 1961), which cannot be the 
trigger for an increase in salinity in the convection sites. Gyre salinity transport is related to 
the barotropic streamfunction, which strongly intensified when the atmosphere resolution 
increases (not shown). This salinity transport related to the gyre is represented in Fig. 15 for 625 
both resolutions in the Atlantic basin. The gyre salt transport reaches 15.9 106 kg s-1 at 50°N 
in HiRes and 9.9 106 kg s-1 in CTRL. This 50°N latitude is of paramount interest since the 
convection sites are very close and their salinity may therefore be highly sensitive to this 
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transport. Thus, the 59% enhancement in gyre salt transport certainly explains most of the 
increase in salinity observed in HiRes compared to CTRL.  630 

7.3 Southern latitudes 

In the southern hemisphere, the latitude of the observed zonal wind stress maximum is close 
to the latitude of the southern tip of America (~55° S, see Fig. 16). In CTRL, the zonal wind 
stress is weaker than in observation, with a maximum at 43° S, and the location of the zero 
wind stress curl is shifted northward. The wind stress in the 55°S-65°S latitude band is weak 635 
compare to observation. This yields a weak Antarctic Circumpolar Current (ACC, see Fig. 
16), with a volume transport at Drake passage of 50 Sv, which is much lower than the obser-
vational estimate of 136.7 ± 7.8 Sv (Cunningham et al. 2003). In HiRes, the wind stress maxi-
mum is improved, and the latitude of the maximum is shifted southward at about 48°S. The 
zero of the wind stress curl is also shifted southward (not shown). Following (Russell et al. 640 
2006), this yields a more southward location of the ACC in HiRes. The ACC is strengthened, 
with transport of 80 Sv through the Drake Passage. 
In the Southern Ocean, both model versions tend to overestimate the amplitude of the seas-
onal cycle of the sea ice extent (Fig. 14), with sea ice almost vanishing in summer. On the 
other hand, because of a relatively high oceanic heat flux at the ice base, the winter sea ice 645 
thickness in the majority of the seasonal ice pack is quite low, with values lower than 50 cm. 
Higher values, up to 2m, are simulated in the Weddell Sea, along the Antarctic Peninsula and 
the Filchner-Ronne ice shelf, as well as in the eastern Ross Sea. 
7.4 Seasonal and interannual variability in the tropics 

This last part investigates the changes in the tropical regions. Fig. 17 shows the annual mean 650 
and mean seasonal cycle of SST (annual mean removed) and of the zonal wind stress along 
the equator, compared to data and reanalyses (references in figure caption). The model is 
warmer than observed in all basins. In the Pacific and Indian oceans, the east-west SST gradi-
ent is correctly represented, with an exception near the Chile coast (Fig. 17, bottom). The At-
lantic SST is too warm in the Gulf of Guinea. This is associated with a too flat Atlantic 655 
thermocline (Braconnot et al. 2007), too deep in the east, and to a lack of shallow clouds. The 
HiRes experiment has warmer SST in all basins, with an east-west gradient similar to CTRL. 
The zonal wind stress is correctly represented in intensity and east-west gradient in the Indian. 
In the Atlantic, winds are slightly too strong in the middle of the basin. In the Pacific, the 
east-west gradient is too strong, with a maximum near 160° west not well represented, and too 660 
strong eastward winds over the warm pool. The increase in resolution slightly improves the 
wind structure in the Pacific when compared to ERA40 reanalysis. 

In the three basins, the seasonal cycle of SST and wind is correctly phased in both 
experiments, but the amplitudes are too low (Fig. 17). In the Atlantic, the maximum of SST 
variability is shifted toward the Brazilian coast. In the Pacific, the SST variability extends 665 
correctly from the east, but its westward extension is slightly underestimated. The SST is 
quite similar to observed ones, except near the Chile coast, where it is too warm. From 
November to January, southern hemisphere trade winds cross the equator, and a maximum of 
zonal winds is located around 150°W in ERA40 (Fig. 17b). In the two experiments, this 
maximum is not present (Fig. 17d and f). The northern hemisphere trade winds penetrate too 670 
far south (Braconnot et al. 2007, Fig. 4b), and the southern hemisphere trade winds do not 
cross the equator. This is consistent with the presence of the double ITCZ structure with a 
secondary maximum precipitation around 4°S. These low winds yield a reduction of the 
equatorial upwelling, and a spurious SST maximum (Fig. 17a, c and e) during this season. 
SST is well represented in the Indian sector. The resolution does not affect much the phasing 675 
and the position of the structures, but sligthly improved the amplitude. For instance the 
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temperature maximum in April is improved in all basins. Compared to those of the other 
CMIP3 models, the seasonal cycle in the east Pacific in IPSL-CM4 is quite well represented, 
both in phase and amplitude (about 2.7 yrs vs. 4-5 yrs in observations,Guilyardi 2006). 

The monthly standard deviation of SST (Fig. 18a-c) shows that the ENSO amplitude in 680 
CTRL is about right (1.0°C in Niño31 vs. 0.85°C for observations). Its structure extends too 
far to the west and is too confined around the equator (see the 0.40°C contour). This is 
classical bias of coupled GCMs which tend to have too strong mean zonal wind stress τx (Fig. 
18g and Fig. 2 of Guilyardi 2006). The zonal wind stress variability is too weak in the 
equatorial band between 10°S and 10°N (about half of the value of the ERA40 reanalysis, see 685 
Fig. 18g). The coupling strength, which measures the intensity of the atmosphere dynamical 
response to a SST anomaly (mostly via the Bjerknes feedback) is key to El Niño development 
and amplification. It can be diagnosed in coupled GCMs as the slope of the Anomaly of τx Niño4 
= f(anomaly of SSTNiño3) relationship. Here, the weak wind stress variability in CTRL results 
in a weak interannual coupling strength of 4.3 10-3 N m-2 K-1 instead of 9.5 10-3 N m-2 K-1 in 690 
the ERA40 reanalysis, (Fig. 18h, see also Guilyardi (Fig. 18h, see also Guilyardi 2006)). This 
weak coupling strength together with a right amplitude suggests that the processes damping 
ENSO in the model are underestimated. This can either be due atmosphere feedbacks (Philip 
and Van Oldenborgh 2006; Sun et al. 2006) or to ocean feedbacks (Fedorov 2007). Indeed, 
for instance, the surface heat flux damping associated with ENSO in Niño3 is only -5 W m-695 
2 K-1 whereas it reached -20 W m-2 K-1 in ERA40. The ENSO frequency, as measured by the 
peak of the Niño3 SSTA spectra, is too high in CTRL (about 2.7 yrs vs. 4-5 yrs in 
observations, Guilyardi 2006). 

In HiRes, the amplitude of the SST anomaly standard deviation is even larger than in CTRL 
(Fig. 18c) and reaches 1.2° C in Niño3. The zonal wind stress response is much improved 700 
compared to CTRL (Fig. 18f, g) even if it is still too weak. The coupling strength (Fig. 18i, 
6.0 10-3 N m-2 K-1) is consequently improved and, if we assume the damping feedbacks being 
the same (the atmosphere physical parameterisations of the two simulations are the same and 
the heat flux feedback in Niño3 is also weak in HiRes at -6 W m-2 K-1), this can explain the 
stronger ENSO amplitude via a stronger positive Bjerknes feedbacks. Three possible reasons 705 
can be put forward to explain the clear improvement of equatorial zonal wind stress 
variability in HiRes compared to CTRL (Fig. 18e, f, g). First the atmosphere has a better 
resolution and can then better respond to the ocean scale SST variability, confined in the 
2°S/2°N wave guide. Second, the atmosphere has more degrees of freedom and scale 
interactions can transfer more energy from synoptic and intra-seasonal scales to interannual 710 
scales (Guilyardi et al. 2004, for similar results with the SINTEX model). And third, the 
atmosphere can better react to the tropical instability waves in the equatorial east Pacific 
ocean, which act as a momentum sink for the atmosphere, thereby reduced the mean wind 
stress bias and allowing stronger interannual variability (Guilyardi 2006). The ENSO 
frequency in HiRes has now a 3.5 yrs peak in addition to the 2.7 yrs of CTRL (not shown). 715 
These improvements agree with other studies in which the atmosphere resolution was 
enhanced (Guilyardi et al. 2004; Navarra et al. 2008). 

Both CTRL and HiRes large ENSO amplitude suggest that the damping processes are too 
weak in the model. These can be either due to atmosphere radiative feedbacks (Sun et al. 
2006) or ocean dissipation (Fedorov 2007) and further work is needed to elucidate the origin 720 
of this bias. In any case, it seems that CTRL is getting the right ENSO amplitude for the 
wrong reasons, i.e. both too weak Bjerknes zonal wind/SST feedback and too weak damping. 
The combined effect of this biases can also explain why the model cannot develop full blown 

                                                             
1 Niño 3 is the 5°S-5°N/120°W-170°W region. Niño4 is the 5°S-5°N/160°E-150°W region.� 
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large thermocline events and is therefore locked into a SST mode, favouring higher than 
observed ENSO frequency (2 year dominant peak, see Guilyardi 2006). 725 

8 Conclusion 
This manuscript describes the version 4 of the IPSL coupled ocean-atmosphere model. Spe-
cific care was put to have local and global conservation of heat and water fluxes. The heat 
flux budget confirms this closure, which allows long-term climate simulations, needed for 
studying processes of the present climate variability as well as paleoclimates. 730 

The comparison of two versions of the coupled ocean-atmosphere model with two different 
atmospheric resolutions allows us to investigate the interactions and feedbacks between the 
atmospheric dynamics and the global and local climate. The control simulation corresponds to 
the IPSL reference sent to the WCRP/CMIP3 IPCC 2007 database (Meehl et al. 2007). It is 
compared with a simulation with higher resolution. The adjustment phases of the two 735 
resolutions are very similar, with the same characteristic timescale of adjustments. The global 
equilibrium is slightly different between the two versions. At higher resolution, the snow 
cover and the sea ice cover at high latitudes are reduced, with a lower albedo, inducing a 
warmer atmosphere. This warming propagates to the surface ocean, and penetrates in the 
ocean down to 2000 m in the southern subtropics and in the high latitudes of both 740 
hemispheres.  

In a first approximation, model biases are close to biases found in atmosphere alone 
simulations (Hourdin et al. 2006). The increase in resolution improves several aspect of the 
simulated climate in atmosphere alone and coupled simulations, like the storm-tracks, the 
characteristics of the North-Atlantic Oscillation and the seasonal and inter-annual variability 745 
in the tropics. On the contrary, the African monsoon remains poorly simulated at both 
resolutions. 

The increase in atmospheric resolution improves the mid and high latitudes wind (mean 
state and variability). The better structure of surface winds strengthen the surface ocean 
circulation, transporting more salt towards the high latitudes of the Atlantic ocean, reducing 750 
the sea ice cover, and increasing the oceanic convection and the AMOC. However, the 
increase in gyre salt transport is not sufficient to set deep convection in the Labrador Sea, 
which is related to the excess of precipitation minus evaporation north of 40°N. This explains 
the remaining bias in the AMOC intensity, which is therefore certainly related to an excess of 
precipitation minus evaporation north of 40°N. 755 

In the tropics the model performs reasonably well, for both seasonal and interannual 
variability. ENSO amplitude is about right in the control simulation, and becomes too large at 
higher resolution. The dynamical coupling strength between SST and wind anomalies is too 
weak in the control, and is strongly improved at higher resolution. The damping processes are 
too weak for both atmosphere resolutions, and further work is needed to elucidate why. 760 

We conclude that the increase in horizontal resolution for the atmosphere in the climate 
model IPSL-CM4 leads to substantial improvements in atmospheric circulation, but also in 
thermohaline circulation and sea ice cover pattern. The choice of the atmospheric model 
resolution for the next IPCC report needs to be evaluated carefully in order to find the best 
compromise between representation of climate and computational costs. The present study 765 
actually shows that there may exist thresholds in atmospheric resolution that leads to large 
improvements for the climate system modelling. New simulations at higher atmospheric 
resolutions (144x144, 192x144, 192x192, …) will be considered. 
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9 Appendix 
9.1 Interface for coupling the turbulent fluxes 770 

A first standard interface for the coupling between the surface and the atmosphere was pro-
posed by the PILPS project (Polcher et al. 1998; 2005). A drawback of the proposed approach 
is that the separation between the solving of the turbulent fluxes in the boundary layer and the 
solving of the temperature by the surface model is not complete. Indeed, the time evolution of 
the first atmospheric level variables (Polcher et al. 1998) is a function of the surface flux, but 775 
also of some surface coefficients. We overcome this difficulty by rewriting the discretized 
form of the vertical diffusion equation of the first atmospheric level and by considering ex-
plicitly the flux 

€ 

FX ,1/ 2
t+δt between layer 1 and the surface: 
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X1
t − X1

t+δt

δt
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1
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€ 

FX ,1 2
t+δt = KX ,1 2

X1
t+δt − X0

t+δt

δz1/ 2
 Eq. 2 

Variables X stands for the dry static energy, the specific humidity or the wind speed, FX,k-1/2 is 780 
the flux of X at interface k-1/2 (between level k and k-1), KX,k-1/2 is the vertical diffusion coef-
ficient for variable X at this level; δzk is the thickness of layer k and δzk+1 is the distance be-
tween the centres of layers k and k-1. 

9.1.1 In the boundary layer 
To solve the vertical diffusion equation in the boundary layer, each variable of level k is writ-785 
ten as a function of the variable of the level below k-1, for all levels except level 1: 
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t+δt + BX ,k for k ≥ 2  Eq. 3 

For level 1, 
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t+δt  may be suppressed from Eq. 1, using:  
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One may verify that Eq. 4-Eq. 7 make only use of the flux with surface 

€ 

FX ,1/ 2
t+δt  and of atmos-790 

pheric variables above layer 1. There is no use of surface variable or surface coefficient. For 
each variable X, variables XX,1, AX,1 and BX,1 are transmitted by the boundary layer model to 
the surface model. 

9.1.2 In the surface model 

The surface model has to compute the surface flux 

€ 

FX ,1/ 2
t+δt  for each variable X. For the tempera-795 

ture and the humidity at the surface, the new values 

€ 

X1
t+δt  are computed (if required) through 

the energy and water budget of the surface. The coupling between atmosphere and surface 
being implicit, a relationship between 

€ 

FX ,1/ 2
t+δt  and 

€ 

X0
t+δt  is required. This is obtained by com-

bining Eq. 2-Eq. 4:  

€ 

FX ,1 2
t+δt =

KX ,1 2

δz1/ 2 −KX ,1 2AX ,1

BX ,1 − X0
t+δt( )  Eq. 8 

9.2 Decomposition of the oceanic heat transport 800 

The oceanic heat transport across a latitude λ due to advection is computed as: 

€ 

F = ρCpTvra cos(λ)dϕdz∫
z= 0

bottom

∫  Eq. 9 

c mass, Cp the heat capacity per mass unit, T the temperature, v the northward velocity, ra the 
Earth radius, j the longitude and z the depth. T and z the depth. T a and v are separated in T = 
T  + T’ and v = v  + v’, where the overline denotes the latitudinal average, and prime the 

latitudinal anomaly. The transport can be decomposed (2001) as: 805 

€ 

F = ρCp∫∫ Tvra cos(λ)dϕdz

+ ρCp∫∫ ′ T ′ v ra cos(λ)dϕdz
 Eq. 10 

The first term is the overturning transport and the second one the gyre transport. 

9.3 Time filtering of snow accumulation on land ice. 
On land-ice surface, the local snow mass is limited to 3,000 kg m-2. At each time-step, the 
snow mass over this limit C(t) is computed. The calving C* send to ocean is computed as a 
filtered snow mass C(t) = (Δt/τ).C(t) + (1-Δt/τ ).C*(t-1), where Δt is the model time step and 810 
τ is a characteristic time, set to ten years in all experiments. 
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12 Tables 

CO2 CH4 N2O CFC11 CFC12 

348 ppm 1650 ppb 306 ppb 280 ppt 484 ppt 

Table 1 Concentration of greenhouse gases used in all experiments 
 
 
Variable CTRL HiRes HiRes - CTRL 
Air temperature at 2m (°C) 12.89 13.85 0.87 
Net heat budget at TOA (W m-2) -0.068 -0.125 -0.06 
Net short wave at TOA (W m-2) 236.5 239.7 3.18 
Net long wave at TOA (W m-2) 236.6 239.8 3.24 
Net heat budget at surface (W m-2) -0.17 -0.15 0.015 
Net short wave at surface (W m-2) 168.8 171.9 3.17 
Net long wave at surface (W m-2) -67.4 -67.8 -0.40 
Sensible heat flux (W m-2) -26.1 -25.9 0.25 
Latent heat flux (W m-2) -75.6 -78.7 -3.02 
Planetary albedo 0.34 0.33 -0.01 
Surface albedo 0.16 0.15 -0.01 
Precitable water (g kg-1) 22.74 23.87 1.13 
Atmospheric greenhouse effect (W m-2) 124 125 1.82 
    
LW Cloud radiative forcing surface (W m-2) 31.67 31.1 -0.54 
SW clear sky surface (W m-2)   2.61 
SW clear sky top (W m-2)   2.8 
LW Cloud radiative forcing top (W m-2) -50.77 -50.4 0.36 

Table 2 Global averages of heat fluxes and albedos. Atmospheric green house effect is computed as 1070 
σTs

4-LWtop, where σ is Stefan’s constant, Ts is the surface temperature and LWtop the net long wave 
flux at top of atmosphere. 

 

 Temperature (C/millennium) Salinity (PSU/millenium) 
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 Global Atlantic Pa-
cific Indian Global Atlan-

tic 
Pa-
cific Indian 

CTRL 0.6 0.7 0.5 0.6 0.05 0.05 0.04 0.09 

HiRes 0.07 0.2 0.2 0.1 0.07 0.1 0.05 0.07 

Table 3 Drift of temperature and salinity in the deep ocean, averaged between 1000 m and bottom, for 
global ocean and Atlantic, Pacific and Indian basins. The drift is computed from basin averages from 1075 

year 401 to 500, the period being used for all analyses. 
 
Variable CTRL HiRes Data Data source See  
 Air temperature (°C) -21.47 -20.46 -19.41 NCEP/NCAR (Kalnay et al. 1996) Fig. 4 
Ocean temperature (°C) 3.90 3.87 3.86 PHC (Steele et al. 2001) Fig. 4 
Ocean Salinity (PSU) 34.69 34.65 34.72 PHC (Steele et al. 2001) Fig. 4 
SST (°C) 17.35 17.98 18.29 Reynolds (1988) Fig. 8 
Sea surface salinity 34.50 34.35 34.64 PHC (Steele et al. 2001) Fig. 8 
Precipitation, January (mm day-1) 2.56 2.69 2.54 CMAP (Xie and Arkin 1997) Fig. 9 
Precipitation, July (mm day-1) 2.64 2.74 2.71  CMAP (Xie and Arkin 1997) Fig. 9 
500 hPa height, filtered standard 
deviation (hPa) 24.6 26.7 26.4 NCEP/NCAR (Kalnay et al. 1996) Fig. 10 

Sea ice, NH, March (106 km2) 13.9 12.3 12.9  Gloersen and Campbell (1991) Fig. 14 
Sea ice, NH, Sept (106 km2) 5.8 4.2 6.2 Gloersen and Campbell (1991) Fig. 14 
Sea ice, NH, March (106 km2) 6.0 7.0 13.1 Gloersen and Campbell (1991) Fig. 14 
Sea ice, NH, Sept (106 km2) 15.4 15.1 20.1 Gloersen and Campbell (1991) Fig. 14 
SST, 2°S-2°N, (°C) 27.7 28.3 26.8 HadISST1 (1948-1999, Rayner et al. 2003) Fig. 17 
Zonal wind stress, 2°S-2°N (Pa) -0.016 -0.017 -0.019 ERA40 (1948-2004, Uppala et al. 2005) Fig. 17 

Table 4 Global averages of key climatic variables, synthesizing the information provided in the figure 
listed in the rightmost column. 

 1080 
 

 CTRL HiREs ERA40 

Runoff (103 m3 s-1) -221.8 -196.8 -200.1 

P-E (103 m3 s-1) -232.1 -246.7 -134.0 

Sea ice (103 m3 s-1) -6.2 -6.7 n.a. 

Total (103 m3 s-1) -460.1 -450.2 -334.1 

Table 5 Comparison of the fresh water budget (in mSv ≡ 103 m3s-1) of different simulations with cli-
matology of continental runoff discharge from UNESCO  and evaporation minus evaporation (E-P) 

from ERA40 (Uppala et al. 2005), north of 40°N in the Atlantic and Arctic Ocean. 
1085 
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14 Figures 

 1175 

Fig. 1 Fields exchanged between ocean, sea ice and atmosphere models. 
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Fig. 2 Evolution of global and annual averages of a) net surface heat flux (W m-2), b) temperature at 
2 m (C), c) snow mass (kg m-2). D) ice volume (1012 m3) for Southern hemisphere (SH) and Northern 

hemisphere. Red for CTRL and green for HiRes 1180 
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Fig. 3 Difference between HiRes and CTRL in latitudinal distribution (annual mean) of a) heat flux at 

TOA (black: short wave, red: long wave, green: net), b) heat flux at the surface (black: short wave, 
red: long wave, green: sensible, blue: latent), c) planetary (black) and surface (red) albedos, d) air tem-1185 

perature at 2 m. 
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Fig. 4 Zonal and annual means. a) CTRL minus PHC (Steele et al. 2001) climatology for the ocean 
temperature, NCEP/NCAR (Kalnay et al. 1996) for the atmosphere temperature. b) Temperature dif-

ferences between HiRes and CTRL. c) CTRL minus PHC climatology (Steele et al. 2001) for the 1190 
ocean salinity. d) Salinity differences between HiRes and CTRL. See Table 4 for global averages and 
Fig. 5 for statistics. PHC climatology merges the 1998 version of the World Ocean Atlas with the re-

gional Arctic Ocean Atlas (Steele et al. 2001).  
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Fig. 5 These Taylor diagrams (Taylor 2001) summarize the standard deviation and the correlation co-1195 
efficient between model and data. The correlation R is computed between model and data. It is given 
on the plot by the azimuthal position (i.e. then angle between the abscissa and the line that joints ori-
gin to data point is cos-1(R)). The standard deviation between model and data E’ is normalized by the 
standard deviation of data and the result is plotted as the radial distance to the graphic origin. A high 
value of the correlation (resp. a low value of the angle) means that the model pattern is close to the 1200 
data pattern. A normalized standard deviation close to 1 means that the amplitude of the patern are 

close in model and data. The centred RMS between model and data is the linear distance between the 
observations (always on the abscissa, at radius 1) and the model points. It is a measure of the ‘dis-

tance’ between model and data. CTRL is in red, HiRes in green. Fields are listed in the figure, with the 
indication of the symbol used, the units of the standard deviation, and the figure to which it refers. Left 1205 

panel is for atmospheric variables and right for ocean and sea ice. The data used are detailed in each 
corresponding figures captions, and in Table 4. For sea ice, the correlation is computed only where 

sea ice is present either in observation, in CTRL or in HiRes.  
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 1210 

Fig. 6 Annual mean heat transports, for CTRL (red) and HiRes (green). a) total transport (ocean plus 
atmosphere). The black line is the transport implied by the net radiative flux at top of atmosphere 
(TOA) from ERBE data (Barkstrom 1984). To obtain the transport, the TOA net flux is integrated 

from the South Pole, and arbitrarily set to zero at the equator. Wunsch (2005) estimated the error to 
± 1.1 1015 W at the latitudes of the extrema. b) Atmospheric heat transport. Estimates from 1215 

NCEP/NCAR (Kalnay et al. 1996, black line) and ERA40 reanalysis (Uppala et al. 2005) have been 
added. c) ocean heat transport. Estimates from Trenberth and Caron (2001) has been added (black 

line). d) Differences between model and observations. e) Atlantic heat transport. Estimates and error 
bars from Ganachaud and Wunsch (2000) has been added. 

1220 
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 1220 

 
Fig. 7 Stream function of the Atlantic meridional overturning. Left: CTRL, right: HiRes. Isoline every 

2 Sv, and every 10 Sv above 20 Sv. 
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Fig. 8 a) difference between CTRL simulated sea surface temperature (annual mean) and the climatol-1225 
ogy of Reynolds (1988). Isolines are plotted every 1°C. b) difference between HiRes and CTRL SST. 
Isolines are plotted every 0.5°C. c) difference between CTRL simulated sea surface salinity (annual 
mean) and the PHC (Steele et al. 2001) climatology. Isolines are plotted every 0.5 PSU. d) Salinity 
differences between HiRes and CTRL. Isolines are plotted every 0.25 PSU. See Table 4 for global 

averages and Fig. 5 for statistics. 1230 
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Fig. 9 January (left) and July (right) precipitation (in mm day-1) for CMAP (Xie and Arkin 1997) data 
(top), CTRL (middle) and HiRes (bottom). See Table 4 for global averages and Fig. 5 for statistics. 

1235 



Marti et al CLIDY-D-08-00104 23 juil. 09 37/43 

 1235 

Fig. 10 High-pass filtered standard deviation of the 500 hPa geopotential height for DJF (units: hPa). 
Top: NCEP/NCAR Reanalyses (1980-1999, Kalnay et al. 1996), middle: CTRL, bottom: HiRes. See 

Table 4 for global averages and Fig. 5 for statistics. 
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 1240 

Fig. 11 First (top) and second (bottom) empirical orthogonal functions (EOF) computed by a principal 
component analysis of the sea-level pressure. Left: NCEP/NCAR (Kalnay et al. 1996) reanalyses, 

middle: CTRL, right: HiRes. 
 

 1245 
Fig. 12 Correlations between observed and simulated EOF of SLP. See text for details. 
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Fig. 13 Maximum depth of the mixed layer in meter. Isolines every 250 m. The thick red lines show 
the winter and summer position of the sea ice edge (limit of 15% of sea ice concentration). a) Data 

from Montegut et al. (2004) for the mixed layer and Gloersen and Campbel (1991) for the ice edge, b) 1250 
Difference between HiRes and CTRL. Full colors correspond to the 99% Student test significant dif-

ferences. c) CTRL, d) HiRes. 
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Fig. 14 Winter sea ice thickness for the model (top), and winter and summer ice edges (bottom) for 
model and data (Gloersen and Campbell 1991). See Table 4 for global averages and Fig. 5 for statist-1255 

ics. 

 
Fig. 15 Salt transport (106 kg s-1) by the gyre component for CTRL (red) and HiRes (green). See ap-

pendix 9.2 for the computation of the gyre component.  
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 1260 

Fig. 16 Left panel: barotropic stream function in Sv in the Southern Hemisphere for CTRL (red) and 
HiRes (green). Right panel : zonal average of the zonal wind stress for CTRL (red), HiRes (green) and 

ERA 40 (black) (Uppala et al. 2005). 
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Fig. 17 Mean seasonal cycle of the SST (left panel) and zonal wind stress (right panel), with annual 1265 

mean removed and averaged between 2°S and 2°N. Isoline every 0.5°C and 0.01 Pa. Bottom plots dis-
play the annual average of models and data averaged between 2°S and 2°N. Data are from HadISST1 
(1948-1999, Rayner et al. 2003) for SST and from ERA40 (1948-2004, Uppala et al. 2005) for wind 

stress. See Table 4 for global averages and Fig. 5 for global statistics. 
1270 
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 1270 
Fig. 18 Monthly standard deviation of SST and zonal wind stress for observations a] HadISST 

(Rayner et al. 2003), d] ERA40 (Uppala et al. 2005), b,e] CTRL 100 years c, f], HiRes 100 years. g] 
Zonal mean of wind stress standard deviation between 180 W and 140 W (black: ERA40, red: CTRL, 

green: HiRes). h, i] Interannual coupling strength for CTRL (h), linear fit = 4.3 10-3 N m-2 K-1) and 
HiRes (i), linear fit = 6.0 10-3 N m-2 K-1), measured as the slope of monthly anomaly of 1275 
TauNiño4 = f(anomaly of SSTNiño3). Contours are 0.2 C for a]-c] and 0.05 N m-2 for d]-f]. 
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